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1. Introduction 

In visual communication design, producing posters often takes a lot of time and effort for designers 
when faced with many choices of design elements and layouts [1]. Experienced graphic designers 
spend a lot of time on repetitive manual layout designs. Existing templates are typically simplistic and 
unsuitable for most designs, lowering productivity and limiting inventiveness [2]. Poster layout design 
can be complicated since a poster needs to properly transmit information to its audience while being 
visually appealing and attention-grabbing [3]–[5]. Furthermore, a poster must convey a message or 
set of information while also being visually appealing. The difficulty is to strike a balance between 
the amount of information on the poster and the amount of space available for design components. 
Because the poster should be able to deliver the essential idea in a few seconds, it's critical to consider 
what information to add and what to leave out [6]. However, there are many different layout options 
when designing a poster and choosing the right one [7]. Moreover, poster design needs to be visually 
appealing, and finding the right balance of color, images, and other graphic elements can be difficult 
[8]. Deep learning with generative art is a form of digital art created using algorithms and code, 
allowing for the automatic generation of art without direct human intervention [9], [10]. It has grown 
in popularity recently, with artists and designers adopting generative techniques to create everything 
from animations to prints. Simultaneously, graphic design has always played a significant role in 
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 Layout variation is an essential concept in design and allows designers to 
create a sense of depth and complexity in their work. However, manually 
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creativity. The use of generative art as a tool for creating visual poster 
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poster design. The model achieved a good quality image, scoring 4.248 
using an inception score evaluation. The layout variations can be used as 
a basis for poster design visuals, allowing designers to explore different 
visual representations of layouts. This paper demonstrates the potential 
of generative art to explore layout variation in visual design, offering 
designers a new approach to creating dynamic and engaging visual 
designs. 
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communication and marketing. Posters, for example, are prominent visual design media frequently 
used to promote events, products, or ideas. Layout variation, or displaying numerous layout variations, 
is an important part of visual design because it allows designers to create a sense of depth and 
complexity in their work. 

Researchers have studied generative art and its potential impact on visual design. Singh et al. found 
that generative art's abstract images can provide different visual stimuli for design tasks and guide the 
direction of a given graphic design project [11]. Nassery and Sikorskii used generative art in 
architecture and discovered that it created almost infinite numbers of variants for design and more 
artistic work [12]. Artut believes that generative art can be combined with Futurism Art to explore 
more aesthetic constituents and procedural methodologies for generative art [13]. In addition, Kim 
and Choi discuss how generative art can evaluate fashion designs and produce creative ideas based on 
shape analysis of previous designs [14]. Otherwise, Mayahi and Vidrih examine the possible 
ramifications of generative AI on visual content marketing, with a focus on how it could revolutionize 
the industry [15]. AI-based generative art can be used to create personalized and engaging visual 
content at scale, as well as the potential ethical implications and limitations.  Generative art through 
Vector Quantized Generative Adversarial Network (VQGAN) and Contrastive Language-Image Pre-
Training (CLIP) models have become a popular tool for designers seeking to create alternative layout 
designs [16]. These models use deep learning methods to generate images based on textual prompts, 
allowing designers to explore new and unique visual possibilities. With VQGAN, the model is trained 
to generate images based on patterns and textures found in a dataset of images [17]. Conversely, CLIP 
uses natural language processing to understand the content of an image and generate similar images 
based on textual prompts [18]. Using these models, designers can experiment with new design 
concepts and generate novel layouts that would be difficult to achieve through traditional design 
methods. The possibilities for creative expression through these generative art techniques are 
seemingly endless and offer an exciting new avenue for designers to explore. 

 The combination of VQGAN and CLIP enables designers to create original graphics based on 
textual cues, giving them greater flexibility and creativity over the design process [19]. This allows 
designers to experiment with new design concepts and develop layouts that are thematically tied to 
the content of their poster, resulting in a more unified and visually appealing end product. Deep 
learning models such as VQGAN and CLIP enable designers to work more quickly and efficiently 
since the models can instantly provide a large range of visual possibilities based on textual suggestions 
[20]. This means that designers can experiment with numerous layout alternatives and make 
adjustments more quickly and easily than traditional design processes would allow. This study intends 
to investigate the usage of generative art as a technique for producing visual poster designs with layout 
diversity using VQGAN and CLIP. It intends to show the potential of generative art as a tool for 
experimenting with layout variation in visual design, providing designers with a new method to 
generate dynamic and appealing visual designs. 

2. Method 

2.1 Network Architecture  
VQGAN learns vector quantization in latent space via a transformer. In Fig. 1, �̃� is the distribution 

parameters of image patches. The transformer estimates the probability of the next picture patch given 
the previous image patch using these distribution parameters, hence the name quantization. The result 

𝑧𝑞 is the latent variable used by the decoder to recreate the fake image. If the fake image suggests that 

the image is artificial, the discriminator will notice it. 

 

 

Fig. 1.  The network architecture of Vector Quantized Generative Adversarial Network (VQGAN). 
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CLIP task is to calculate image similarity to a given text prompt. CLIP was trained by using a text 
prompt and image as the input, encoding both inputs into a matrix representation and classifying the 
results if both contain a particular object (Fig. 2). The matrix representation is a dot product of image 
embedding and text embedding, which contains the representation of both inputs. By classifying each 
row of the representation matrix, CLIP produces a vector of probabilities that can be compared with 
the ground truth label. After the training, the representation matrix will be able to identify if a given 
image and a given text prompt are similar or the opposite. 

 
Fig. 2.  The network architecture of Contrastive Language-Image Pre-Training (CLIP). 

By combining VQGAN with CLIP, we may utilize VQGAN to generate an image and CLIP to 
assess the resemblance of the resulting image to a text prompt. VQGAN is the generator in VQGAN 
and CLIP, while CLIP is the discriminator. As a result, the generator should learn how to generate an 
image that is highly comparable to the text prompt.  

2.2. Parameter Setting 

Furthermore, the prompt used to generate landscape architectural images was "[a poster design 
with scorpion fish made by origami, watercolor style, perspective view, cinematic photo, highly 
detailed, cinematic lighting, ultra-detailed, ultrarealistic, photorealism, octane render]' with image 
size 512x512 pixels, ten frames per second. While the parameters in the generative images use 0.95 
zooming modes, shifting the y-axis to 5 pixels. The generative deep learning was performed using 
Google Colaboratory. The Google Colaboratory is a machine learning and deep learning platform 
based on the Jupyter Notebook [21]. 

2.3. Evaluation 

 In this study, we used the inception score to evaluate generative deep learning with VQGAN and 
CLIP image quality. The inception score is a measure of the quality of generated images and is based 
on the idea that high-quality generated images should be both diverse and visually appealing and one 
common method to validate and evaluate generative deep learning [22]. In order to assess the quality 
of the model, a set of images should be generated using the VQGAN and CLIP models. These images 
can be generated based on a set of textual prompts or by randomly generating images using the model. 
Once the set of images has been developed, the inception score can be calculated. This involves using 
a pre-trained Inception model to classify the generated images and calculate a score based on the 
quality of the images. The inception score considers both the diversity and quality of the generated 
images, providing a comprehensive evaluation of the model's performance. The Inception score 
provides a numerical value that can be used to compare the performance of different VQGAN and 
CLIP models. A higher Inception score indicates that the generated images are of higher quality and 
more diverse, while a lower score suggests that the model may need improvement. 

3. Results and Discussion 

The generative art system allows for the automatic generation of layout variations, resulting in a 
wider range of design options and promoting creativity and diversity in the resulting designs. Using 
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the generative art system can save time and effort for the designer by automating the generation of 
layout variations, allowing for faster design iteration and exploration (Fig.3). The study found that it 
took approximately 10.108±0.226 seconds to generate one frame using these models, which is 
significantly faster than the conventional method for creating layouts on poster designs (Table 1). This 
is a promising development because designers and artists can create high-quality layouts for their 
posters much more quickly than before [23]. These models can suggest design ideas that might not 
have occurred to the designer, leading to more innovative and original designs. However, these models 
rely on large amounts of data to generate their designs, so they may not be as effective for designing 
posters in niche or specialized fields. Using these models may require certain technical expertise that 
not all designers possess. 

Table 1.  Time to Generate 1 frame based on each text prompt 

ID Text Prompt Average (second) Standard Deviation 
1 a poster design with scorpion fish made by origami 10.3430 0.4285 

2 
a poster design with scorpion fish made by origami, water 

color style 
9.9915 0.1178 

3 
a poster design with scorpion fish made by origami, water 

color style, perspective view 
10.0423 0.1606 

4 
a poster design with scorpion fish made by origami, water 

color style, perspective view, cinematic photo 
10.1012 0.1143 

5 

a poster design with scorpion fish made by origami, water 

color style, perspective view, cinematic photo, highly 

detailed 

10.0370 0.1502 

6 

a poster design with scorpion fish made by origami, water 

color style, perspective view, cinematic photo, highly 

detailed, cinematic lighting 

10.2191 0.1249 

7 

a poster design with scorpion fish made by origami, water 

color style, perspective view, cinematic photo, highly 

detailed, cinematic lighting, ultra-detailed 

10.0901 0.1614 

8 

a poster design with scorpion fish made by origami, water 

color style, perspective view, cinematic photo, highly 

detailed, cinematic lighting, ultra-detailed, ultrarealistic 

10.1177 0.2827 

9 

a poster design with scorpion fish made by origami, water 

color style, perspective view, cinematic photo, highly 

detailed, cinematic lighting, ultra-detailed, ultrarealistic, 

photorealism 

10.0760 0.1282 

10 

a poster design with scorpion fish made by origami, water 

color style, perspective view, cinematic photo, highly 

detailed, cinematic lighting, ultra-detailed, ultrarealistic, 

photorealism, octane render 

10.0555 0.1348 

The quality of the generated designs can vary depending on the quality and diversity of the initial 
dataset and the specific implementation of the VQGAN and CLIP models. However, in some cases, 
the system has been shown to generate high-quality designs that are similar in style to the original 
dataset. Overall, the generated images achieved a 4.247 inception score (Table 2). The inception score 
is a commonly used metric for evaluating the quality of generated images in deep-learning models, 
and a score of 4.247 is considered to be quite high [22]. This means that the images produced by the 
VQGAN and CLIP models are both diverse and realistic (Fig. 4). 

 

 

 

 

 

 

 

 

Fig. 3.  Comparison of time to generate 1 frame 
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One of the reasons why VQGAN and CLIP models are so effective at generating high-quality 
images is that they can learn and understand the structure and patterns of the visual data they are 
working with [24]. Using a combination of unsupervised learning and supervised learning, the model 
can identify and extract relevant features from the image data and then use these features to generate 
new images that are both aesthetically pleasing and true to the underlying data distribution. Another 
advantage of VQGAN and CLIP models is that they are highly flexible and can be adapted to a wide 
range of use cases [25]. For example, these models have been used to generate artwork, produce 
realistic 3D models, and even create new musical compositions. While there are challenges to 
overcome when working with generative deep learning models like VQGAN and CLIP, the high 
inception score achieved by the study is a promising sign of what is possible.  

Table 2.  Time to Generate one frame based on each text prompt 

ID Text Prompt Inception score 
1 a poster design with scorpion fish made by origami 2.3972 

2 a poster design with scorpion fish made in origami, watercolor style 2.3085 

3 a poster design with scorpion fish made by origami, watercolor style, perspective view 2.2444 

4 a poster design with scorpion fish made by origami, watercolor style, perspective view, 

cinematic photo 
2.3706 

5 a poster design with scorpion fish made by origami, watercolor style, perspective view, 

cinematic photo, highly detailed 
2.7885 

6 a poster design with scorpion fish made by origami, watercolor style, perspective view, 

cinematic photo, highly detailed, cinematic lighting 
2.9329 

7 a poster design with scorpion fish made by origami, watercolor style, perspective view, 

cinematic photo, highly detailed, cinematic lighting, ultra-detailed 
2.9091 

8 a poster design with scorpion fish made by origami, watercolor style, perspective view, 

cinematic photo, highly detailed, cinematic lighting, ultra-detailed, ultrarealistic 
2.9884 

9 a poster design with scorpion fish made by origami, watercolor style, perspective view, 

cinematic photo, highly detailed, cinematic lighting, ultra-detailed, ultrarealistic, 

photorealism 

2.9037 

10 a poster design with scorpion fish made by origami, watercolor style, perspective view, 

cinematic photo, highly detailed, cinematic lighting, ultra-detailed, ultrarealistic, 

photorealism, octane render 

          3.9849 

As depicted in Fig 2, the finding that the inception score tends to increase with more complex text 
prompts is a promising development for generative deep learning. It suggests that these models have 
the potential to become even more powerful tools for creating high-quality and diverse visual content 
in a wide range of applications. The more complex text prompts allow the models to capture more 
subtle relationships between different visual elements in the generated images [26]. This can lead to 
more nuanced and intricate patterns and designs, leading to higher inception scores. 

 

Fig. 4.  Comparison of Inception score for each text prompt 

Increased unpredictability in the generated images may impact performance (Fig. 5). By giving the 
model more explicit and specific cues, it is forced to explore a broader range of visual possibilities, 
resulting in more diverse and engaging visuals. This, in turn, can result in higher inception scores 
since the model can capture a broader spectrum of visual elements. Yet, there are several drawbacks 
to this strategy. One restriction is that the generated images' quality strongly depends on the source 
dataset's quality and diversity. The generated variations may be limited or repetitive if the dataset is 
not diverse enough. Additionally, the VQGAN and CLIP model requires significant computing power 
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and may be challenging to use for designers without a background in machine learning [27]. 
Traditional manual design processes are not replaced by generative deep learning. While technology 
can save time and encourage innovation, it cannot entirely replace the necessity for human 
involvement and decision-making in the design process. Also, the approach may not be appropriate 
for all forms of visual poster design, as some designs may necessitate greater control over specific 
design aspects. Using generative art in visual poster design utilizing the VQGAN and CLIP model 
offers various advantages and disadvantages that must be carefully examined. The generative deep 
learning on poster design is a promising method to encourage originality and diversity in visual design 

(A) (B) (C) 

   
iteration: 25, loss: 0.670601 iteration: 139, loss: 0.675493 iteration: 300, loss: 0.676877 

Fig. 5.  Three samples of generative deep learning using VQGAN and CLIP 

4. Conclusion 

The generative deep learning employing the VQGAN and CLIP model for exploring layout 
variation on visual poster design gives a unique and novel way to the design process. The technology 
enables the automatic development of layout alternatives, fostering creativity and diversity in the 
resulting designs. While this strategy has some advantages, such as saving time and encouraging 
creativity with 10.108±0.226 for one generative image, achieving a good quality image which scored 
4.248 using an inception score evaluation. Generative deep learning may not be suited for all styles of 
visual poster design, and it does not eliminate the requirement for human input and decision-making 
in the design process. Exploring layout variation on visual poster design using generative deep 
learning using the VQGAN and CLIP model is a viable method to boost creativity and diversity in 
visual design. This strategy can revolutionize how we approach visual design in the future by offering 
designers a new approach to developing dynamic and involving visual design. 
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