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1. Introduction

E-Learning has become a common platform used by all institutes and universities, especially during the pandemic Covid-19. E-learning services include viewing, submitting, and uploading files, attempting quizzes, viewing forums, and downloading files. The data store in the servers grow on par with the increment of users in e-Learning@UTM every semester. As a result, the data have become extremely huge. These web log data can be used in augmented analytics to find meaningful insights. The web log data extracted are the log files of the history engagement of users and students' grades. Data obtained are used in augmented analytics to study the pattern of the data and insights into meaningful information. This research focuses on classification of data through predictive analytics. Hence, predictive models are required. To prove a better outcome, building the model consists of three types of algorithms; Decision Tree, Artificial Neural Networks and Support Vector Machine which are used and compared. After extracting data from e-learning, the first step in building a predictive model is to do data collection, data pre-processing, and data transformation. These three classifiers use the pre-processed data and split the data into training and test sets afterwards. Each classifiers techniques are built and a confusion matrix is applied as a performance measurement to summarise the performance of a classification algorithm respectively.
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extracted from e-learning@UTM, predictive models are built. Hence, classification techniques are used. Classification technique is a technique categorised under a supervised learning algorithm using label data type.

Students’ performance is classified into three categories, “high”, “middle” or “low” according to UTM standard marks. There are three main classification algorithms used in this research, Decision Tree (DT), Artificial Neural Network (ANN), and Support Vector Machine (SVM). Each algorithm is to build the predictive model using training and testing data sets. Results obtained are compared and prove the best algorithm to use in predicting students’ performance. Therefore, this research objectives are to determine the best method for applying augmented analytics; to identify the classification of web log data extracted from e-learning using augmented analytics; and to validate the accuracy of the augmented analytics applied to extracted web log data. This paper is structured as follows: Section 2 represents the proposed algorithm, the dataset used, research design and implementation. Meanwhile, Section 3 describes the framework for predictive models. The result analysis is in Section 4. Conclusion is made on the last section, Section 5.

2. Method

2.1. Supervised Learning Classification Algorithm

To do analytics, ML and Educational Data Mining (EDM) are useful methods. Classification is a method used by many researchers in extracting hidden patterns or relationships between attributes and elements in a dataset [7]. This paper focuses on three classification methods DT, ANN, SVM.

A DT is similar to a flowchart. It consists of two entities, nodes, and leaves. The nodes split the data into leaves. Leaves in the decision tree are its decision-making or the final outcomes. The top node is called a root node. Classification and regression trees are the two different forms of decision trees. Classifier generate a decision based on a certain sample of data either uni-variate or multivariate predictors [8]. This algorithm uses information gain ratio, entropy, and pruning. In an information gain, information that counts as useful and necessary information is when the outcome is not the expected outcome [9], [10]. Otherwise, it is not new information. Entropy determines the level of impurity of a specifically labeled dataset [11].

ANN is an interconnection structure between nodes and different layers of neurons [12]. Weighted links connect the neurons [13]. ANN is a technique that implies the studies of the brain and the nervous system of three layers; input layer, hidden layer and output layer [14], [15]. Data is first passed to the input layer. Each input is an independent variable for one attribute. Hidden layer performed an operation named weighted sum and activation function that converts the neuron's weighted sum. Output layer produces output value either continuous, binary or categorical form.

SVM is a supervised learning algorithm that assists in analysing and recognizing the patterns within data as a classification and regression prediction tool [16]–[18]. The algorithm of SVM allows the selection of the lines or known as a separator in a manner that accurately mimics the underlying function in the target space [19]. SVM mapped the data to a high-dimensional feature space for categorization. [20] by separating data between categories until the line is shaped into hyperplanes.

2.2. Data Collection and Preparation

Dataset used for this research is from one of the sections consists of students from different section TIS subject. The dataset is obtained from 3 different classes where each class consists about 30–35 students. The data consist of 95 students from 3 different sections are combined into one log files. There are two web log data that are retrieved from the e-learning@UTM, log files of history of e-learning engagement and log files of student’s grades. In the log files of student’s engagement, a total of 114624 of student’s engagement for all modules which highest and lowest individual engagement are 1039 and 298 respectively. Meanwhile, grade log files recorded raw data of history of activity in e-learning student’s
grade respectively. In simpler terms, log files of student’s grades contains the grades student’s obtained in assessment made in the e-learning. For example, quizzes and assignments submitted in the e-learning. Each log files has different and/or same attributes and need to be cleaned and filtered later on in pre-processing. The data obtained need to be filtered and cleaned beforehand by removing noise data, unrelated data. The attributes of merged data sets are as presented in Table 1. There are two types of attributes, features and label. Features are used as predictors and label is the predicted output. From now onwards, “Result” attribute is known as label and the rest are features.

### Table 1. Attributes in Web Log Files

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Course view</td>
<td>No of times course viewed</td>
</tr>
<tr>
<td>Resource view</td>
<td>No of times resource viewed</td>
</tr>
<tr>
<td>Assignment view</td>
<td>No of assignments viewed</td>
</tr>
<tr>
<td>Assignment submit</td>
<td>No of assignments submit</td>
</tr>
<tr>
<td>Forum view and submit</td>
<td>No of times forum viewed and submit</td>
</tr>
<tr>
<td>File and folder</td>
<td>No of file and folder accessed</td>
</tr>
<tr>
<td>Quiz view</td>
<td>No of times quiz viewed</td>
</tr>
<tr>
<td>Quiz submit and review</td>
<td>No of quizzes submitted and reviewed</td>
</tr>
<tr>
<td>Total</td>
<td>Total marks of course</td>
</tr>
<tr>
<td>Result</td>
<td>Student’s category (High/Average)</td>
</tr>
</tbody>
</table>

2.3. Research Design and Implementation

Referring to Table 1, there are 10 attributes used in building the predictive model. The model is to predict whether the students fall under the category of “High”, “Average” or “Low” based on their engagement in e-learning. However, in the dataset used, no students fall under the category “Low” subjected to remove this class from the classification. Fig 1 shows the process diagram of a predictive model.

![Fig. 1. Process Diagram of Predictive Model](image)

Prediction model consists of two steps, to predict a class labelled whether it is nominal or discreet and to classify data to construct a model using Decision Tree, ANN, and SVM. The data is discreet as this research focus on classification. There are two types of data, training data and testing data. Training data is where the data is applied to the training set by applying the training data on the three classification algorithm. Meanwhile testing data, also known as validation data is the data that is used to evaluate the accuracy of the model. To build predictive model, each algorithm split the pre-processed data into train-test set with a ratio of 80:20.

Decision tree algorithm uses entropy to determine the level of impurity of each features split. The nodes will stop splitting when the leaves are pure or equals to 0. It is important to fit the model beforehand to avoid over fitting. The last steps in decision tree model is to predict its outcome. According to [9], the formula of entropy and gain ratio equation are as shown in (1) and (2) respectively.

\[
H(S) = -\sum_{i=1}^{k} p_i \log_2 p_i
\]

\[
Gain(S, a) = I(S) - I(S|a) = \sum_{i=1}^{k} \frac{|S_i|}{|S|} \log_2 \left( \frac{|S_i|}{|S|} \right)
\]
\[ E(S) = \sum_{i=1}^{n} -p_i \log_2 p_i \]  \hspace{1cm} (1)

\[ \text{GainRatio}(S, A) = \frac{\text{Gain}(S, A)}{\text{SplitInformation}(S, A)} \]  \hspace{1cm} (2)

ANN model has three layers; input, hidden, and output layer. Input layers are the features define after load the data set into the program and label is used for output layer. The input layer consists of 9 features and the output layer has 1 label. There are two hidden layers, 10 and 6 neurons at the first and second hidden layer respectively. The output layer has only one neuron as it is a binary classification (0, 1).

SVM model applies mathematical approach to draw a straight line (hyperplanes) between categories. The mathematical representation of its formula is in (3). This algorithm classify data by mapping data points and find the hyper-plane to divide data into classes. There are three types of kernel, linear, RBF, and polynomial. Linear is the best option because the dataset can be separated using a single line. The data has been classified into categories with labels of 0 and 1.

\[ K(X_1, X_2) = \exp \left( -\frac{\|X_1 - X_2\|^2}{2\sigma^2} \right) \]  \hspace{1cm} (3)

2.4. Parameters testing

This section explains the steps of parameter testing method. The parameters used in this research is the web log data extracted from the e-learning environment. The web log data contains student’s activity in e-learning and applied into augmented analytics to find insights. The data is classify into two, “High” and “Average” by splitting into training and testing with ratio of 80:20. All three predictive models are built based on this parameter to predict students’ performance. Accuracy of each model is calculated and validate using confusion matrix at the end of the model. The results obtained will be taken and compared to decide which algorithm gives better outcome.

The performance of all three algorithms are evaluated based on confusion matrix. There are four aspects to validate the performance of the models using confusion matrix; precision, recall, f1-score, and accuracy. Table 2 shows the formulation of each metric and the description. Further elaboration is discussed on section 4.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Formula</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>[ \frac{T_P + T_N}{T_P + T_N + F_P + F_N} ]</td>
<td>Ratio of the total number of correct classifications to the total number of all classifications</td>
</tr>
<tr>
<td>Precision</td>
<td>[ \frac{T_P}{T_P + F_P} ]</td>
<td>The proportion of positive test cases that is correctly classified</td>
</tr>
<tr>
<td>Recall</td>
<td>[ \frac{T_P}{T_P + F_N} ]</td>
<td>The fraction of actual positive test cases that were properly classified</td>
</tr>
<tr>
<td>F1-Score</td>
<td>[ \frac{2T_P}{2T_P + F_P + F_N} ]</td>
<td>The mean of precision and recalls</td>
</tr>
</tbody>
</table>

3. Results and Discussion

In the predictive model, the attributes are assigned as features and labels. All attributes are features except for the result. There are two categories of in-label that students fall under, “High” and “Average”. In the classification model, 80% of the data set are randomly chosen as training data and another 20% for testing data. The effectiveness of the model is evaluated using confusion matrix. Table 3 shows the result of performance measurement for each model.
The model with the highest accuracy is the SVM model with a percentage of 89%. Meanwhile, the other two models, C4.5 and ANN have the same accuracy percentage, 84%. Fig. 1 shows the visualization of the performance.

Based on Table 4, the precision of “Average” class for ANN and SVM are equal, which means, all students that are in an “Average” class are correctly predicted as average. ANN and SVM model once again obtain the same result in recall with 100% for “High” class. Recall indicates these two models have the best classifier ability in finding all the positive instances be they predicted correctly or incorrectly. Moreover, all three models obtain an f1-score above 85% for “High” class. F1-score balances precision and recall to provide a balance measure of model performance. Hence, these models can be conclude as models with balanced measure for “High” class. Even though, the difference in f1-scores for “High” and “Average” classes are quite a gap, they are still above 50% which can be said as pretty decent measurement for “Average” class.

All three models achieve an overall accuracy of 84% to 89%. The difference between models are their performances. C4.5 performs exceptionally well for both classes while SVM perform better for the “High” class. The ANN model obtains an extraordinary precision for “Average” class but very low recall for that same class. It is a struggle to choose which model with the best algorithm as it is not too distinguishable. Thus, the choice depends on the specific requirements and the importance of prediction such as balance performance, correct amount of instances, and precision measurement as shown in Table 4.

Table 4. Requirements of Evaluation

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Formula</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balanced Performance</td>
<td>SVM</td>
<td>Has better precision, recall, f1-score, and accuracy</td>
</tr>
<tr>
<td>Correct Instances</td>
<td>SVM, ANN</td>
<td>Achieved perfect recall percentage for “High” class</td>
</tr>
<tr>
<td>Precision Measurement</td>
<td>SVM</td>
<td>Has better overall precision percentage compare to other models</td>
</tr>
</tbody>
</table>

If the priority is balanced performance for both classes, SVM is the most suitable model as it consists an overall high percentage of precision, recall, f1-score, and accuracy. If the number of correct instances are the priority, SVM and ANN are the better choice as both model have high percentage of recall for “High” class. However, if the precision is the top priority, SVM is the most suitable model because for both “Average” and “High” class, the precision are comparatively high. Overall, from the requirements above, SVM model meets all the conditions. To conclude, the best model cannot be chosen based on the accuracy alone and results of all three models are relatively similar. That being said, the most suitable model to choose based on various perspective is SVM.
4. Conclusion

This research focuses on augmented analytics and extraction of web log data from the e-learning environment. Therefore, Section I emphasizes the introduction, objectives, scopes, problem statement and significance of this research. There are three objectives of this research. The first objective is achieved in Section 2. E-learning services such as assignments, quizzes and forums present different modules. The number of retrievals for each module can be recognized from log data stores in servers. The log data stored in e-learning can be extracted and used in augmented analytics to find insights into the data. There is much proof from the work of other researchers that augmented analytics has a wide spectrum. Thus, three classification algorithms; DT, ANN, and SVM are introduced to build a predictive model. The best method to apply augmented analytics based on the web log data is to classify data using a predictive model. The second objective is achieved in Section III and IV. It describes how the raw data can be cleaned and pre-processed before applying it to the predictive model. It also explains the steps of building the model including the type of data used. It also describes the implementation of the proposed solution in Chapter 3. The data set is classified into two groups, “Average” and “High” which represent the student’s final results based on their engagement in e-Learning@UTM. Three predictive models, DT, ANN, and SVM are built and presented in the classification report. Each model is required to validate its performance to ensure a low error percentage. Validation of each model is part of the third objective. The last objective is achieved in Section V. Each model provides the confusion matrix to calculate the performance measurement; recall, precision, accuracy, and f1-score. By comparing all three models from different perspectives, the SVM model has the highest accuracy with a percentage of 89%. Furthermore, the model has the highest percentage for recall, precision, and f1-score in both the average and high groups. Hence, the SVM model is the most suitable model for augmented analytics.
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