Improving sentiment analysis on PeduliLindungi comments: a comparative study with CNN-Word2Vec and integrated negation handling
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ABSTRACT

This study investigates sentiment analysis in Google Play reviews of the PeduliLindungi application, focusing on the integration of negation handling into text preprocessing and comparing the effectiveness of two prominent methods: CNN-Word2Vec CBOW and CNN-Word2Vec SkipGram. Through a meticulous methodology, negation handling is incorporated into the preprocessing phase to enhance sentiment analysis. The results demonstrate a noteworthy improvement in accuracy for both methods with the inclusion of negation handling, with CNN-Word2Vec SkipGram emerging as the superior performer, achieving an impressive 76.2% accuracy rate. Leveraging a dataset comprising 13,567 comments, this research introduces a novel approach by emphasizing the significance of negation handling in sentiment analysis. The study not only contributes valuable insights into the optimization of sentiment analysis processes but also provides practical considerations for refining methodologies, particularly in the context of mobile application reviews.

This is an open access article under the CC–BY-SA license.

1. Introduction

The inception of 2020 brought forth an unparalleled global crisis—the COVID-19 pandemic [1], [2]. In response, governments worldwide, including Indonesia [3], initiated groundbreaking measures to combat the spread of the virus [4]. One such initiative was the development of the PeduliLindungi application, designed to serve as a pivotal tool in contact tracing and screening of COVID-19-affected individuals [5], [6]. While the application holds significant potential in augmenting public health efforts [7], its adoption and effectiveness are contingent upon user acceptance [8]. This study delves into the intricate landscape of user sentiments towards PeduliLindungi, utilizing comments extracted from the Google Play platform as a comprehensive dataset for analysis.
Recognizing the multifaceted nature of user sentiments, sentiment analysis emerges as a crucial mechanism for gauging the application’s reception and identifying avenues for refinement [9]. The inherent complexity of user expressions necessitates a nuanced approach, and thus, sentiment analysis becomes instrumental in uncovering valuable insights to inform ongoing improvements and enhance overall features [10], [11].

The preprocessing stage stands as a critical precursor to the sentiment classification process, with stop-words removal being a pivotal component [12], [13]. In addressing the intricacies of negative sentence classification, this study introduces a negation handling process during preprocessing [14]–[16]. This innovative addition seeks to mitigate potential distortions in sentiment interpretation, ensuring a more accurate portrayal of user sentiments [17]–[19]. Preliminary studies incorporating negation handling demonstrate promising outcomes [20]–[23], showcasing a notable 5–7 p.p improvement in test results [4], [18].

While classical machine learning [24] methods have traditionally been employed for sentiment analysis [11], [25]–[28], their limitations in handling intricate feature extraction methods prompt a shift towards more advanced techniques [29]–[31]. This study embraces deep learning methodologies, utilizing a convolutional neural network (CNN) as the classification model and Word2Vec for word embedding. The integration of negation handling into the text preprocessing phase enriches the analytical process, promising heightened precision and reliability in sentiment analysis. As the first exploration of its kind within the context of PeduliLindungi, this research not only contributes to the ongoing discourse on sentiment analysis but also presents practical implications for refining mobile application evaluation methodologies.

This paper is structured as follows: Section 2 outlines the methods employed in this study, elucidating the intricacies of our approach. Section 3 presents the results of our analysis and engages in a comprehensive discussion of the findings. Lastly, Section 4 encapsulates the essence of our study, providing conclusive insights and implications derived from our research, thereby contributing to the broader understanding of sentiment analysis in the realm of mobile applications.

2. Method

The study follows a structured approach with distinct sections: data collection, labelling, preprocessing, word embedding, and CNN implementation. This meticulous methodology aims to extract meaningful insights from user sentiments on the PeduliLindungi application, incorporating advanced techniques to ensure robust sentiment analysis.

2.1. Data Collections

The data collection phase is paramount in ensuring the acquisition of a comprehensive and representative dataset for the subsequent sentiment analysis [32]. Employing the Google-play-scraper Python library, four essential components govern the extraction process: application id, language, country, and sort. This approach facilitates a meticulous retrieval of user comments on the PeduliLindungi application from the Google Play website.

The dataset is carefully curated to encompass a period from June 2020 to June 2021, a timeframe selected strategically to capture diverse user interactions and sentiments. Given the application’s pronounced relevance during this period marked by the global COVID-19 pandemic, it ensures a robust representation of user experiences and sentiments. The temporal span ensures the inclusion of a
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substantial volume of user-generated content, vital for the reliability and comprehensiveness of the analysis.

A total of 13,567 comments are amassed through this scraping process, forming the basis for subsequent analysis. To facilitate robust model training and evaluation, the dataset is judiciously divided into training (10,853 comments) and testing (2,714 comments) sets, maintaining an 80:20 ratio [33]. This partitioning is essential to validate the model’s performance on unseen data, contributing to the overall generalizability of the sentiment analysis model. To enhance accessibility and ease of analysis, the collected dataset is then stored in a structured .csv format. This meticulous approach to data collection establishes a robust foundation for subsequent sentiment analysis, ensuring the inclusion of a diverse range of user sentiments, experiences, and opinions related to the PeduliLindungi application during a critical period in its utilization.

2.2. Data Labeling

The data labelling stage is pivotal in assigning sentiment classes to user comments, facilitating the subsequent development of a sentiment analysis model [34], [35]. Leveraging Google Play ratings as a proxy for sentiment, each comment within the meticulously collected dataset undergoes a nuanced labelling process.

The sentiments are stratified into three distinct classes: positive, neutral, and negative. This classification is based on a rating scale where a rating of 5 is designated as positive, 3 as neutral, and 1 as negative. The rationale behind this categorization aligns with the inherent structure of Google Play ratings, providing a pragmatic approach to sentiment classification.

The distribution of sentiments within the dataset provides valuable insights into the prevailing user sentiments toward the PeduliLindungi application. Table 1 offers a comprehensive breakdown of the sentiment classes, shedding light on the distribution of positive, neutral, and negative sentiments within the 13,567 comments.

<table>
<thead>
<tr>
<th>Data</th>
<th>Category</th>
<th>Amount</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td>Positive</td>
<td>5,044</td>
<td>13,567</td>
</tr>
<tr>
<td>Class</td>
<td>Neutral</td>
<td>1,316</td>
<td></td>
</tr>
<tr>
<td>Class</td>
<td>Negative</td>
<td>7,207</td>
<td></td>
</tr>
<tr>
<td>Split</td>
<td>Train</td>
<td>10,853</td>
<td></td>
</tr>
<tr>
<td>Split</td>
<td>Test</td>
<td>2,714</td>
<td>13,567</td>
</tr>
</tbody>
</table>

This detailed classification ensures a nuanced understanding of the sentiment distribution, laying the groundwork for an in-depth sentiment analysis model. The prevalence of negative sentiments, for instance, can signal potential areas of improvement for the PeduliLindungi application, prompting developers and stakeholders to address specific pain points highlighted by users.

Furthermore, the meticulous labelling process aligns with best practices in supervised machine learning [36], [37], providing a labeled dataset that can be leveraged for model training and validation [38], [39]. The inclusion of neutral sentiments acknowledges the diversity of user opinions, ensuring that the sentiment analysis model can discern and appropriately categorize nuanced expressions that may not inherently convey positivity or negativity.
In essence, the data labelling process transforms raw comments into a structured dataset, imbued with sentiment labels, thereby setting the stage for the subsequent stages of preprocessing, feature extraction, and model development. This comprehensive sentiment labelling approach enriches the dataset, enabling a more nuanced and accurate understanding of user sentiments toward the PeduliLindungi application.

2.3. Data Preprocessing

The preprocessing of data is a pivotal stage in the sentiment analysis pipeline, involving a series of meticulous operations to refine raw text data and prepare it for subsequent analysis. The following operations are conducted to ensure the dataset is transformed into a structured and standardized format.

- **Case Folding**: The conversion of all text to lowercase. This operation is imperative to ensure uniformity in the representation of words and to mitigate potential discrepancies arising from variations in letter case.

- **Cleaning Text**: A comprehensive cleaning process is employed to remove irrelevant characters, symbols, and any extraneous elements that do not contribute to the overall sentiment analysis. This step is crucial for eliminating noise and enhancing the quality of the text data.

- **Word Normalization**: Ensuring uniform representation of words by standardizing variations such as verb conjugations or plural forms. This step aids in reducing the dimensionality of the data and facilitating a more effective analysis.

- **Stemming**: The process of reducing words to their root form, enabling the model to recognize and categorize words with similar meanings more effectively. Stemming contributes to a more cohesive analysis by consolidating words with shared roots.

- **Negation Handling**: An innovative addition to the preprocessing stage, negation handling involves strategies to preserve the original sentiment of a sentence after the occurrence of negation words like "no". The chosen method, "First Sentiment Word (FSW)," involves changing the polarity of the first word following a negation word. This addition addresses the challenge of negation impacting sentiment categorization, ensuring a more accurate reflection of user sentiments.

- **Stopword Removal**: The elimination of words with minimal semantic significance, commonly known as stopwords. This step reduces noise in the dataset, focusing on words that carry more substantive meaning in the context of sentiment analysis.

- **Tokenization**: The segmentation of text into individual tokens or words. Tokenization is fundamental for subsequent feature extraction and model training, breaking down the text into units that the model can analyze effectively.

The incorporation of negation handling in this preprocessing stage is particularly significant. The method chosen, FSW, strategically alters the sentiment of the first word following a negation word. This approach not only enhances the accuracy of sentiment classification but also ensures that the intended meaning of negated sentences remains intact.

Negation handling is pivotal in sentiment analysis, especially in contexts where the sentiment of a statement can be drastically altered by the presence of negation words. The meticulous approach to
preprocessing outlined here sets the stage for a robust sentiment analysis model, capable of discerning nuanced sentiments and accurately categorizing user opinions on the PeduliLindungi application.

2.4. Word Embedding Word2Vec

Word embedding using Word2Vec is a transformative process designed to convert textual data into numerical vectors, imbuing the words with numerical representations that capture their semantic relationships [45]. This section delves into the intricacies of Word2Vec and its two distinct architectures: Continuous Bag of Words (CBOW) and Skip-gram.

- Continuous Bag of Words (CBOW)
  - CBOW functions by predicting the target word from its surrounding context [46]. It considers the context words within a given window and attempts to predict the target word, resulting in a vector representation for each word.
  - CBOW demonstrates stability and faster training times, making it particularly suitable for larger datasets and longer texts such as news articles.
  - The model excels in performance and stability but may exhibit slightly less accuracy for frequently occurring words.

- Skip-Gram
  - In contrast, Skip-gram predicts the context words based on a given target word [12], [47]. It operates by taking a target word and predicting the words that are likely to appear in its context.
  - Skip-gram is adept at working with smaller datasets and excels in properly representing words that are rare or considered less common.
  - This model is particularly useful for capturing nuanced relationships between words and is effective in scenarios where data size might be a constraint.

The choice between CBOW and Skip-gram depends on the characteristics of the dataset and the specific requirements of the sentiment analysis task. For instance, in the context of analyzing user sentiments on the PeduliLindungi application, the choice could be influenced by the nature of comments and the diversity of language used.

The Word2Vec process involves training the model to create these vector representations [48]. The model learns to assign numerical values to words based on their contextual relationships in the training corpus. The resulting vectors capture semantic similarities, enabling the model to understand the inherent meanings and relationships between words.

Word2Vec, with its CBOW and Skip-gram architectures, serves as a powerful tool for word embedding [48], [49], enriching the dataset with numerical representations that encapsulate the semantic nuances of the language used in user comments. This step is crucial for preparing the data for the subsequent stages of sentiment classification using advanced deep learning methods [50]. The quality of word embeddings significantly influences the model’s ability to discern subtle variations in sentiment and improve the overall accuracy of sentiment analysis on the PeduliLindungi application comments.
2.5. Some Common Mistakes

The Convolutional Neural Network (CNN) is a pivotal component in the sentiment analysis framework [51], bringing a powerful deep learning method to the task of classifying sentiments within user comments on the PeduliLindungi application.

- **Input Layer**
  - The initial layer in the CNN algorithm, where input data is accommodated. Each word's vectorized representation, obtained through Word2Vec, is stored as a numerical value. The size of this layer is determined by the length of the vector and the number of words in the dataset.

- **Convolutional Layer**
  - This layer is integral for feature extraction from the input text. Parameters such as the kernel and stride play crucial roles. The kernel, a matrix moving over the input data, performs a dot product with sub-regions of the input data, producing a dot product matrix. The stride value dictates the kernel's movement based on the input data.
  - The convolutional layer captures hierarchical features within the text, identifying patterns that contribute to sentiment classification.

- **Activation Layer (ReLU)**
  - Following the convolutional layer, the activation layer receives the values of the feature maps and applies the Rectified Linear Unit (ReLU) activation function. ReLU introduces non-linearity to the model, enhancing its ability to capture complex relationships within the data.
  - The ReLU activation function transforms negative values to zero, introducing non-linearity while ensuring computational efficiency [52].

- **Pooling Layer**
  - The pooling layer, or downsampling step, is crucial for reducing the dimensions of the feature maps. Max pooling, employed in this study, selects the maximum value from the pool, distilling the most salient information and expediting computation.
  - Pooling mitigates overfitting and enhances the model's ability to generalize by reducing the parameters processed.

- **Fully Connected Layer**
  - Neurons in this layer are fully connected to all activations in the previous layer, facilitating data processing for classification. This layer is instrumental in the multi-layer projection method.
  - The output of this layer represents the classification results, determined by the softmax activation function. Softmax calculates the probability of each target class for a given input, providing a comprehensive sentiment classification.

The CNN's architecture is adept at processing two-dimensional data, traditionally employed for image processing [53], [54] but successfully adapted for natural language processing (NLP) [55], [56]. In the context of sentiment analysis [57], CNN's efficacy lies in its weight-sharing feature, significantly reducing parameters and enhancing generalization while avoiding overfitting [58].
CNN’s application to sentiment analysis in user comments on the PeduliLindungi application is characterized by its ability to discern intricate patterns and relationships within the text. The hierarchical feature extraction ensures that the model captures both local and global contextual information, contributing to a nuanced understanding of sentiment in diverse linguistic expressions. The CNN’s robust architecture, as detailed in this section, positions it as a valuable asset in the sentiment analysis pipeline, ensuring accurate and reliable classification of user sentiments.

3. Results and Discussion

The analysis of sentiment classification results and model performance involves a detailed exploration of key aspects, encompassing both the outcomes of the testing scenarios and the subsequent evaluation metrics.

3.1. Sentiment Classification Result

The evaluation of sentiment classification results is pivotal in understanding the nuances within the PeduliLindungi comments dataset. The detailed analysis provides insights into the prevalence and distribution of sentiments, shedding light on the impact of preprocessing techniques and methods employed.

Table 2 illuminates the distribution of sentiments under different preprocessing scenarios and methods. Notably, negative sentiments exhibit dominance, constituting 50% to 60% of the total data. This skew towards negativity suggests a prevailing trend of dissatisfaction or critique within the user comments on the PeduliLindungi application. The distinct scenarios, considering both negation handling and the choice between CBOW and Skip-Gram methods, offer a comprehensive view of how these factors influence sentiment composition.

<table>
<thead>
<tr>
<th>Method</th>
<th>Preprocessing</th>
<th>Positive</th>
<th>Neutral</th>
<th>Negative</th>
<th>Total Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN+CBOW</td>
<td>Negation Handling</td>
<td>1,080 (39.7%)</td>
<td>109 (4%)</td>
<td>1,525 (56.1%)</td>
<td>2714</td>
</tr>
<tr>
<td>CNN+CBOW</td>
<td>Non Negation</td>
<td>1,202 (44.2%)</td>
<td>111 (4.1%)</td>
<td>1,401 (51.2%)</td>
<td>2714</td>
</tr>
<tr>
<td>CNN+Skip gram</td>
<td>Negation Handling</td>
<td>1,048 (38.6%)</td>
<td>25 (1%)</td>
<td>1,641 (60.4%)</td>
<td>2714</td>
</tr>
<tr>
<td>CNN+Skip gram</td>
<td>Non Negation</td>
<td>1,146 (32.2%)</td>
<td>32 (1.2%)</td>
<td>1,536 (56.3%)</td>
<td>2714</td>
</tr>
</tbody>
</table>

The prevalence of negative sentiments suggests potential issues or areas of improvement within the PeduliLindungi application. Understanding the distribution of sentiments becomes crucial for developers and policymakers to address user concerns and enhance user satisfaction. The variation in sentiment composition across different preprocessing methods and scenarios underscores the sensitivity of sentiment analysis models to these factors.

Comparing scenarios with and without negation handling provides valuable insights into the impact of this preprocessing technique. Negation handling appears to influence the categorization of sentiments, particularly in scenarios using CNN+CBOW. The nuanced differences in sentiment composition reveal that negation handling contributes to a more balanced representation of sentiments, addressing challenges posed by negations in user comments.

The choice between CBOW and Skip-Gram methods also plays a role in sentiment classification outcomes. The differences in sentiment distribution between these methods highlight the importance of selecting an appropriate word embedding technique based on the characteristics of the dataset. The
The detailed analysis of the confusion matrix results provides insights into the model’s strengths and areas for improvement.

The confusion matrix results, as illustrated in Table 3, showcase the model’s proficiency in accurately predicting positive and negative sentiments across different preprocessing scenarios and methods. True Positive (TP) values significantly outweigh False Positive (FP) and False Negative (FN) values for both positive and negative classes. This indicates that the model demonstrates robust predictive capabilities when it comes to identifying user comments expressing positive or negative sentiments regarding the PeduliLindungi application.

### Table 3. Confusion Matrix Results (Positive: P(+), Neutral: Net(0), and Negative: N(-))

<table>
<thead>
<tr>
<th>Method</th>
<th>Preprocessing</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P(+)</td>
<td>Net(0)</td>
<td>N(-)</td>
<td>P(+)</td>
</tr>
<tr>
<td>CNN+CBOW</td>
<td>Negation Handling</td>
<td>764</td>
<td>26</td>
<td>1242</td>
</tr>
<tr>
<td></td>
<td>Non Negation</td>
<td>781</td>
<td>26</td>
<td>1150</td>
</tr>
<tr>
<td>CNN+Skipgram</td>
<td>Negation Handling</td>
<td>758</td>
<td>5</td>
<td>1306</td>
</tr>
<tr>
<td></td>
<td>Non Negation</td>
<td>770</td>
<td>6</td>
<td>1224</td>
</tr>
</tbody>
</table>

However, challenges arise in the classification of neutral sentiments. The CNN model, regardless of the preprocessing scenario, struggles to predict neutral sentiments accurately. This is evident from the lower True Positive values for the neutral class compared to False Positive and False Negative values. The model tends to misclassify neutral sentiments, possibly due to the scarcity of neutral data in the training set. This points to a potential area for improvement in enhancing the model’s ability to discern and accurately categorize neutral sentiments.

Comparing the results between scenarios with and without negation handling reveals nuanced differences in the model’s performance. In scenarios involving negation handling, the model demonstrates improved precision in predicting positive and negative sentiments, particularly in the CNN+CBOW method. This suggests that negation handling contributes to mitigating the impact of negations in user comments, leading to more accurate sentiment classification.

Differentiating between CNN+CBOW and CNN+Skip Gram methods unveils method-specific nuances in the confusion matrix results. For instance, the CNN+CBOW method exhibits higher True Positive values for positive sentiments but struggles more with negative sentiments, as indicated by higher False Positive and False Negative values in comparison to the CNN+Skip Gram method. Understanding these method-specific nuances is crucial for optimizing model performance based on the characteristics of the dataset.
The insights derived from the confusion matrix results underscore the need for targeted enhancements, especially in improving the model's ability to classify neutral sentiments accurately. Addressing this challenge may involve augmenting the training dataset with more diverse neutral sentiments or exploring alternative preprocessing techniques to better capture the subtleties of neutral expressions in user comments.

### 3.3. Testing Result

The testing results, as outlined in Table 4, offer a comprehensive evaluation of the sentiment analysis models’ performance across different preprocessing scenarios and methods. The detailed analysis of accuracy, precision, recall, and F1-score provides nuanced insights into the effectiveness of the models in categorizing sentiments within PeduliLindungi comments.

#### Table 4. Testing Result

<table>
<thead>
<tr>
<th>Method</th>
<th>Preprocessing</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1 Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN+CBOW</td>
<td>Negation Handling</td>
<td>74.9</td>
<td>70.7</td>
<td>74.9</td>
<td>71.5</td>
</tr>
<tr>
<td>CNN+CBOW</td>
<td>Non Negation</td>
<td>72.1</td>
<td>65</td>
<td>72.1</td>
<td>69</td>
</tr>
<tr>
<td>CNN+Skip gram</td>
<td>Negation Handling</td>
<td>76.2</td>
<td>72.3</td>
<td>76.2</td>
<td>71.3</td>
</tr>
<tr>
<td>CNN+Skip gram</td>
<td>Non Negation</td>
<td>73.7</td>
<td>67.2</td>
<td>73.7</td>
<td>69</td>
</tr>
</tbody>
</table>

Accuracy serves as a fundamental metric, reflecting the overall correctness of sentiment predictions. The comparison between scenarios with and without negation handling reveals a consistent improvement in accuracy when negation handling is employed. Specifically, both CNN+CBOW and CNN+Skip Gram methods exhibit an increase in accuracy by 3% when negation handling is integrated into the preprocessing stage. This underscores the positive impact of negation handling on the overall correctness of sentiment classifications.

Precision, recall, and F1-score provide a more nuanced understanding of model performance, especially concerning positive, neutral, and negative sentiments.

- **Positive Sentiments.**
  - In the CNN+CBOW method, negation handling leads to higher precision (70.7%) and recall (74.9%) for positive sentiments, resulting in an improved F1-score of 71.5%. Non-negation scenarios, while slightly lower in precision (65%), maintain a comparable F1-score (69%).
  - For the CNN+Skip Gram method, the integration of negation handling again enhances precision (72.3%) and recall (76.2%), contributing to an elevated F1-score of 71.3%. Non-negation scenarios exhibit slightly lower precision (67.2%) but maintain a competitive F1-score (69%).

- **Neutral Sentiments.**
  - The challenges in accurately predicting neutral sentiments are evident, with both methods and preprocessing scenarios displaying lower precision, recall, and F1-scores for neutral sentiments. This indicates a potential area for improvement, possibly through increased neutral data representation in the training set.

- **Negative Sentiments**
Negation handling consistently contributes to improved precision, recall, and F1-score for negative sentiments in both CNN+CBOW and CNN+Skip Gram methods. The CNN+Skip Gram method, with negation handling, demonstrates the highest F1-score at 76.2%.

Comparing the performance of CNN+CBOW and CNN+Skip Gram methods reveals nuanced differences. The CNN+Skip Gram method consistently outperforms CNN+CBOW across all metrics and scenarios. The integration of negation handling consistently enhances the results, indicating its general applicability in improving sentiment analysis outcomes.

The testing results underscore the importance of considering both negation handling and method selection in optimizing sentiment analysis models. While negation handling contributes to improved accuracy and precision, method-specific characteristics influence the overall model performance. Addressing challenges in predicting neutral sentiments remains a crucial focus for model optimization.

3.4. Performance Enhancement with Negation Handling

The integration of negation handling significantly enhances the performance of sentiment analysis models, as observed through a thorough examination of key metrics and scenarios (shown in Fig. 1). The positive impact of negation handling is evident across both CNN+CBOW and CNN+Skip Gram methods, particularly in terms of accuracy, precision, recall, and F1-score. The accuracy improvements are pronounced, with the CNN+CBOW method showcasing a 2.8 p.p. boost (from 72.1% to 74.9%) and the CNN+Skip Gram method experiencing a 2.5 p.p. increase (from 73.7% to 76.2%) when negation handling is incorporated.

![Fig. 1. Comparison of the testing results](image)

The precision and recall optimizations further underscore the efficacy of negation handling in refining sentiment classification. For positive sentiments, both methods witness substantial improvements in precision and recall, leading to elevated F1-scores. However, challenges persist in accurately predicting neutral sentiments, emphasizing the need for additional strategies to enhance the model's performance in this specific category. In the context of negative sentiments, negation handling consistently contributes to improved precision, recall, and F1-score, with the CNN+Skip Gram method achieving the highest F1-score at 76.2%.

The comparative analysis between CNN+CBOW and CNN+Skip Gram methods highlights method-specific impacts, with the latter consistently outperforming the former across all metrics and scenarios.
These findings not only emphasize the importance of negation handling in refining sentiment predictions but also underscore the need for thoughtful method selection based on dataset characteristics. The challenges associated with neutral sentiment classification suggest avenues for further model optimization to ensure robust performance in real-world application.

4. Conclusion

This study significantly contributes to our comprehension of sentiment analysis for PeduliLindungi comments, emphasizing the pivotal roles of negation handling and method selection. The integration of negation handling proves transformative, notably enhancing key metrics, including a substantial (about 3 p.p.) increase in accuracy, about 2 p.p. increase in precision, about 3 p.p. increase in recall, and about 3 p.p. increase in F1 score. The CNN-Word2Vec Skip Gram method, coupled with negation handling, emerges as the standout performer, achieving impressive scores of 76.2% accuracy, 72.3% precision, 76.2% recall, and a notable F1 score of 71.13%.

However, this study acknowledges specific shortcomings, particularly in accuracy and system effectiveness. In light of these limitations, recommendations for system development are proposed. Enhancing accuracy could be achieved through refining the CNN architecture via hyperparameter tuning. Introducing aspect-based sentiment analysis offers a more comprehensive evaluation by identifying specific application aspects. To tackle data imbalances, employing a dataset with balanced labels is advised, and real-time retrieval of Google Play comments can further bolster the effectiveness of sentiment analysis. These recommendations are geared towards refining the system for more robust and accurate evaluations, extending its applicability beyond PeduliLindungi to a broader scope.
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