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1. Introduction 
Human communication primarily occurs through spoken language, yet not all individuals, 

particularly those who are deaf, can effectively engage in verbal communication in social contexts. 
Consequently, they often rely on sign language. SIBI is a prevalent sign language system utilized in 
Indonesian communication systems [1]. However, difficulties arise when individuals who are deaf or 
have speech impairments interact with those who do not understand sign language. This lack of mutual 
understanding poses significant obstacles. Introducing a sign language translation system can mitigate 
these challenges [2]. This research aims to determine the best set of parameters to optimize accuracy in 
such a system. The Indonesian Sign Language System (SIBI) is widely used in the deaf community in 
Indonesia. It is the main form of communication for those who have trouble hearing and speaking, but 
not everyone can understand sign language [3]. 

 A common challenge encountered in sign language communication arises when individuals without 
hearing impairments attempt to communicate with those who are deaf. These individuals often struggle 
to comprehend the sign language used by the deaf [4]. Communication is a fundamental human activity 
aimed at understanding the intentions and goals of others [5]. Sign language facilitates effective 
communication for individuals with hearing loss, fostering better inclusion, participation, and 

ARTICL E  INFO  
 

ABSTRACT 
 

 

Article history 

Received July 23, 2024 

Revised July 28, 2024 

Accepted August 07, 2024 

Available online August 10, 2024 

 Indonesian Sign Language System (SIBI) recognition plays a crucial role in 
improving effective communication for individuals with hearing loss in 
Indonesia. To support automatic SIBI recognition, this research presents a 
performance analysis of two main algorithms, namely Decision Tree and 
C4.5, in the context of the SIBI recognition task. This research utilizes a 
rich SIBI dataset that includes a variety of SIBI signs used in everyday 
communication. Data pre-processing, model construction with both 
algorithms, and model performance evaluation using accuracy, precision, 
recall, and F1-score metrics are all part of the study. Regarding SIBI 
recognition accuracy, the experimental results demonstrate that the 
Decision Tree performs better than Decision Tree. The Decision Tree also 
makes models that are easier to understand, which is important for making 
communication systems based on SIBI.  

 
This is an open access article under the CC–BY-SA license. 

    

 

 
Keywords 

Indonesian Sign Language System 

(SIBI) 

Decision tree 

C4.5 

 

 

https://10.0.124.19/aet.v3i2.1536
mailto:ijain@uad.ac.id?subject=[IJAIN]
mailto:aniknur.ft@um.ac.id
http://creativecommons.org/licenses/by-sa/4.0/
http://creativecommons.org/licenses/by-sa/4.0/
http://crossmark.crossref.org/dialog/?doi=10.0.124.19/aet.v3i2.1536&domain=pdf


ISSN 2829-4998 Applied Engineering and Technology 87 
 Vol. 3, No. 2, August 2024, pp. 86-101 

 

 Nugraha et al. (Decision tree based algorithms for Indonesian Language…) 

accessibility across various facets of life [6]. In the realm of ever-evolving information technology, the 
automatic recognition of the Indonesian Sign Language System (SIBI) through computational means 
holds significant potential for enhancing communication capabilities and accessibility for its users.  

However, this pursuit presents various complex technical challenges. As indicated by [7], the 
processing of hand signals often involves intricate complexities. Machine learning approaches have been 
a major topic of research interest in order to overcome these issues. Among the notable algorithms in 
pattern recognition and data classification tasks are the Decision Tree and Decision Tree C4.5 
algorithms. These algorithms have been successfully applied in numerous applications, including the 
recognition of sign language. The decision tree algorithm, for instance, operates as a decision-making 
method represented in the form of a tree or hierarchy [8]. It entails a recursive process wherein a set of 
statistical units undergo successive divisions based on rules aimed at maximizing the homogeneity or 
purity of the response variable within each group [9]. According to [10], the C4.5 Decision Tree 
algorithm finds wide application in data classification research due to its interpretability. However, a 
notable drawback of the C4.5 algorithm is its susceptibility to overfitting, wherein it performs well 
during training but exhibits weaknesses when applied to unseen data. Additionally, the classification 
performance of the C4.5 decision tree algorithm is vulnerable to misclassification costs, often stemming 
from suboptimal attribute separation factors [11]. 

 The utilization of both algorithms in various applications has sparked increasing interest in the field 
of machine learning and pattern recognition. Previous studies, such as "The Utilization of Data Mining 
for Predicting Timely Graduation with the C45 Algorithm" [12] and "C.45 Classification Model for 
Assessing Customer Service Quality at Bank BTN Pematangsiantar Branch" [13], highlight the 
significant potential of the C4.5 algorithm in data analysis for decision-making across various domains. 
Moreover, this research refers to other relevant studies such as "Using Deep Convolutional Networks 
for Gesture Recognition in American Sign Language" [14] and "An Efficient Hand Gesture Recognition 
System Based on Deep CNN" [15], which explore the application of image processing techniques and 
artificial neural networks (CNNs) in hand gesture recognition, potentially impacting SIBI gesture 
recognition. This study aims to analyze the performance of two main algorithms, namely Decision Tree 
and Decision Tree C4.5, within the context of the Indonesian Language Sign System (SIBI) recognition. 
Both algorithms will be applied and evaluated using a dataset comprising a variety of SIBI signs 
commonly used in everyday communicative interactions. The primary objective is to identify the most 
effective algorithm for accurately recognizing SIBI signs. Additionally, this research will encompass 
significant additional evaluation aspects. This evaluation will include assessing the extent to which the 
classification models generated by each algorithm can be interpreted. The presence of comprehensible 
interpretation is a critical factor in the context of developing SIBI-based communication technologies 
[16]. The outcomes of this research are expected to offer substantial insights into the capabilities of 
these algorithms within the context of SIBI, thereby fostering the development of technologies that 
support inclusive and user-friendly communication for the deaf community in Indonesia. 

2. Method 
This study employs a method that is structured and systematic in order to examine the effectiveness 

of the Decision Tree and Decision Tree C4.5 algorithms in recognizing the Indonesian Language Sign 
System (SIBI). We will describe the steps taken to evaluate both algorithms' performance in this method 
section. A flowchart depicting the comprehensive analysis procedure will be presented to serve as a visual 
guide. Research flowchart show as Fig. 1. 
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Fig. 1. Research Flowchart 

2.1. SIBI Data Collection 
Indonesian Sign Language System (SIBI) dataset containing hand signals used in everyday 

communication by the deaf community in Indonesia was collected. By distributing the form to 
responders, the data was collected [17]. This dataset contains a range of gestures that reflect the most 
often used words and phrases in the Indonesian Sign Language System. This data is used to test and 
train the SIBI recognition model [18]. 

2.2. Data Pre-Processing 
Data pre-processing includes removing duplicate data, identifying inconsistent data, and fixing data 

problems. Another phase in this process is enrichment, which is the act of adding additional pertinent 
data to already-existing data [19]. Before the data can be used for model training, a number of data pre-
processing steps are carried out to ensure good data quality. 

2.3. Normalization of Data Z transform and Min Max Normalization 
Two popular normalizing methods are Min-Max normalizing and the 𝑍 Transform (standardization). 

Through the use of the 𝑍 transform, the data are transformed into a normal distribution with a zero 
mean and a one standard deviation [20]. The formula provides the Z-transform of a discrete-time signal 
𝑥[𝑛] is given by the formula. 

𝑋(𝑧) = ∑ 𝑥|𝑛|. 𝑧−𝑛∞
𝑛=−∞    () 

In this formula, 𝑋(𝑧) is the Z-transform of the sequence 𝑥[𝑛]. The Z-transform is a mathematical 
technique used in digital signal processing to analyze and transform discrete-time signals. The Z-
transform can be reached by using the product of each sequence 𝑥[𝑛] and z −n across all possible values 
of n. The variable 𝑧 is a complex integer. The Z-transform is especially effective when examining the 
behavior of discrete-time systems in the frequency domain. It allows the representation of discrete-time 
signals and systems in terms of complex exponential functions. This formula essentially captures the 
relationship between the time-domain representation (𝑥[𝑛]) and its Z-transform (𝑋(𝑧)). The Z-
transform is a powerful tool for analyzing the properties and behavior of discrete-time signals and 
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systems, providing insights into their frequency characteristics and facilitating the design of digital filters 
and systems. 

While the MinMax Normalization method is a normalization method that changes the range of data 
values to be between 0 and 1 [21]. Min-Max normalization, also known as feature scaling or min-max 
scaling, is another technique commonly used to scale and normalize data. The formula for Min-Max 
normalization is as follows: 

𝑋𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =
𝑥−min⁡(𝑥)

max(𝑥)−min⁡(𝑥)
   () 

X normalized is the normalized value of the variable. Two popular normalizing methods are Z 
Transform (standardization) and Min-Max normalizing. Using the Z transform, the data are transformed 
into a normal distribution with a mean of zero and a standard deviation of one. The Min-Max 
normalization is particularly useful when the data needs to be on a similar scale for certain algorithms or 
analyses, preventing features with larger scales from dominating those with smaller scales. 

2.4. Labeling 
The labeling process is a significant stage in data preparation that involves assigning a specific role to 

each attribute in the dataset [22]. This is done to identify the role and contribution of each attribute in 
the data analysis to be performed. In this context, the labeling process allows us to clearly define which 
attribute will be the target or label in our analysis, as well as the other attributes that will be used to 
understand, support, or classify that target. According to [23] the labeling process not only serves as a 
preliminary step in data analysis, but also helps in preparing the dataset well, so that we can optimize 
the use of certain attributes in our analysis. In other words, labeling is an important aspect that allows 
us to better understand the contribution of each attribute in the broader context of data analysis. 

2.5. Split Data 
Dividing the dataset into two primary subsets the training subset, which is used to train the model, 

and the testing subset, which is used to evaluate the model's performance is a crucial step in data analysis 
and machine learning [24]. The splitting ratio, such as 10:90, 20:80, etc., determines what percentage 
of the data is used for each purpose [25]. This process helps prevent overfitting and ensures the model 
can generalize to data it has never seen before, as well as assisting in assessing the extent to which the 
model can be used in real-world situations. 

2.6. K-Fold 
The k-fold process is a commonly used validation technique in data analysis and machine learning 

[26]. This method divides the dataset into k equal subsections. With one segment acting as a testing set 
and another as a training set, the model is repeatedly trained and tested. The results from each test are 
combined to provide a more stable and objective performance estimate. K-fold cross-validation helps in 
avoiding overfitting and ensures the model has good generalization ability to data that has never been 
seen before [27]. 

2.7. Classification 
• Decision Tree 

Decision Tree is widely applied in many fields, such as classification and recognition [28]. A 
Decision Tree is a graphical representation resembling a tree, where nodes represent decision points 
based on selected attributes and associated questions, edges represent the possible answers, and 
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leaves signify the actual class labels [29]. The structure of the decision tree commences with a 
dataset (training set) that is divided at each node, leading to the formation of smaller subsets. This 
methodology adheres to a recursive partitioning approach. Accompanying the dataset is a collection 
of attributes. Objects may manifest as events, activities, or features that furnish information about 
the respective object. Each tuple within the dataset is associated with a class label, signifying the 
object's classification within a specific class [30]. measures how well an attribute splits a dataset into 
more homogeneous subsets based on the target class. The higher the better the attribute is at 
dividing the data.The formula is: 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸(𝑆) − ∑𝑣 ∈ 𝑉𝑎𝑙𝑢𝑒𝑠(𝐴)
|𝑆𝑣|

|𝑆|
. 𝐸(𝑆𝑣)   () 

𝐸(𝑆) is the entropy of set 𝑆, 𝑎𝑙𝑢𝑒𝑠(𝐴) are the unique values of attribute 𝐴, |𝑆𝑣| is the number of 
instances in 𝑆 with attribute 𝐴 equal to 𝑣. 

Entropy (E(S)) is calculated as: 

𝐸(𝑆) = −∑ 𝑝𝑖. 𝑙𝑜𝑔2(𝑝𝑖)
𝐶
𝑖=1    () 

where 𝑝𝑖 is the percentage of instances in set 𝑆 with class 𝑖. After dividing the dataset based on 
attribute 𝐴, the reduction in entropy also known as uncertainty is measured by Information Gain 

• C45 

[30] introduced the C4.5 algorithm for constructing decision trees. The decision tree's framework 
initiates with a dataset (training set) that undergoes partitioning at each node, leading to smaller 
subsets. C4.5 is versatile, handling attributes of both discrete and continuous types. The algorithm 
selects attributes based on entropy, using information gain as a heuristic to identify the optimal 
subset of examples within a class. All attributes are treated as discrete value categories, necessitating 
the discretization of attributes with continuous values. Discretization aims to simplify the problem 
and enhance learning accuracy by grouping values according to predefined criteria [31]. In the C4.5 
algorithm, attribute selection employs gain instead of information gain. A favorable attribute is one 
that results in the smallest decision tree size or effectively separates objects by class. Heuristically, 
the chosen attribute produces the cleanest node, measured by impurity level. Impurity is gauged 
using the concept of entropy, representing the impurity of a set of objects [32]. The goal is to 
maximize information gain by utilizing entropy values at each node. The formula is 

𝐺𝑎𝑖𝑛⁡𝑅𝑎𝑡𝑖𝑜𝑛(𝑆, 𝐴) =
𝐺𝑎𝑖𝑛(𝑆.𝐴)

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝑆.𝐴)
   () 

Gain (𝑆, 𝐴) is the Information Gain, measured as the difference between the entropy before and 
after splitting the dataset based on attribute 𝐴. SplitInfo (𝑆, 𝐴) is the information required to split 
the dataset based on attribute 𝐴, measured as the entropy of the distribution of attribute 𝐴 in the 
dataset. 

Where SplitInfo (𝑆, 𝐴) is: 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸(𝑆) − ∑𝑣 ∈ 𝑉𝑎𝑙𝑢𝑒𝑠(𝐴)
|𝑆𝑣|

|𝑆|
. 𝐸(𝑆𝑣)   () 
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Where 𝐸(𝑆) is the entropy of set 𝑆, 𝑉𝑎𝑙𝑢𝑒𝑠(𝐴) are the unique values of attribute 𝐴, 𝑆𝑣⁡is the 
number of instances in 𝑆 with attribute 𝐴 equal to 𝑣. The formula for SplitInfo (𝑆, 𝐴) is: 

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝑆, 𝐴) = 𝑣 ∈ 𝑉𝑎𝑙𝑢𝑒𝑠(𝐴)
|𝑆𝑣|

|𝑆|
. 𝑙𝑜𝑔2 (

|𝑆𝑣|

|𝑆|
)   () 

So it aims to ensure that attributes producing many values do not dominate attribute selection 
solely based on their high count 

2.8. Result (Confusion Matrix) 
After cross-validation, we measured the models' performance using different test data. We quantify 

accuracy, precision, recall, and F1-score using a confusion matrix to assess how effectively these models 
can identify SIBI signals. With regard to SIBI recognition, this assessment offers a more profound 
understanding of the effectiveness of both algorithms. 

3. Results and Discussion 
After cross-validation, we measured the models' performance using different test data. We quantify 

accuracy, precision, recall, and F1-score using a confusion matrix to assess how effectively these models 
can identify SIBI signals. With regard to SIBI recognition, this assessment offers a more profound 
understanding of the effectiveness of both algorithms. 

3.1. Decision Tree Model Result 
• Testing based on normalization as show in Table 1. 

Table 1.  Normalization 

No. Number of Nodes Z-Transformation Min Max 

1. 10 6,7 % 23,3 % 
2. 25 12,1 % 42 % 
3. 50                   9.9 % 34 % 

 

In the normalization test table based on 𝑍 Transformation and Min-Max Normalization for 
different number of nodes (10, 25, and 50), several things can be observed: 

- 𝑍 Transformation resulted in a higher percentage of normalization compared to Min-Max 
Normalization in all cases. This means that the data, after normalization, has a significant 
standard deviation from the initial mean. 

The percentage of normalization with 𝑍 Transformation increases as the number of nodes 
increases. In this test, the percentage of the 𝑍 Transformation test is 61.30% to 77.82% with 
the number of nodes to be tested. This shows that 𝑍 Transformation is able to produce data 
that is more dispersed and with greater variation. 

- Min-Max Normalization results in a lower normalization percentage compared to 𝑍 
Transformation in all cases. This means that the data after normalization remains within a 
more limited range (in this case, around 38.19% to 40.20%). Regardless of the number of 
nodes, the normalization percentage with Min-Max Normalization remains stable, which is 
around 38.19% to 40.20%. 
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The test results show that 𝑍 Transformation produces a higher normalization percentage than 
Min- Max Normalization in all cases. This means that 𝑍 Transformation is more effective in 
expanding the variety of data. In addition, it is seen that the normalization percentage with 
Min-Max Normalization tends to remain fixed, around 38.19% to 40.20%, regardless of the 
number of nodes. This shows that Min-Max Normalization keeps the data in a consistent 
range 

• Accuracy 

In experiments using the Decision Tree algorithm with different tree sizes, we evaluated the 
performance of the model using accuracy metrics. The following are the results and discussion of 
the experiments as show in Table 2. 

Table 2.  Accuracy Level of Split Data Decision Tree Model 

No. Number of Nodes Accuracy 

1. 10 23.21% 

2. 25 36.65% 

3. 50 47.02% 

4. 100 50.35% 

5. 250 77.82 % 

 

In the first test with 10 nodes, the accuracy of the Decision Tree model was about 23.21%. 
However, this result shows that this model has a relatively low and inconsistent performance in 
recognizing SIBI cues. In the second test with 25 nodes, there was a significant increase in the 
accuracy of the model to about 36.65%. This result shows that this model has a relatively low and 
inconsistent performance in recognizing SIBI cues. The third test with 50 nodes saw a significant 
increase in model accuracy to about 47.02%. This result shows that this model has a relatively low 
and inconsistent performance in recognizing SIBI cues. The fourth test with 100 nodes saw a 
significant increase in model accuracy to about 50.35%. This result shows that this model has a 
relatively low and inconsistent performance in recognizing SIBI cues. In the last test with 250 nodes, 
the accuracy remained at the same level, which was about 77.82%. This shows that although larger 
trees have the capacity to capture more patterns, in this context, there is no significant improvement 
in the performance of the model. 

The experimental results show that in SIBI sign recognition using the Decision Tree algorithm, 
the model with 25 nodes performs the best with an accuracy of about 77.82%. Increasing the 
number of nodes above 25 did not result in a significant improvement in accuracy. The variability 
in accuracy between experiments of about 0.77% indicates that there are several factors that can 
affect the performance of the model, such as diversity i the dataset or algorithm settings. 

• Decision tree model evaluation result 

The decision tree model with the best accuracy of 77.82% with the number of nodes 250. The 
model is then tested and the results of precision, recall, and F1 Score are obtained as show in Table 
3: 
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Table 3.  Decision Tree Model Evaluation Results 

No. Decision Tree Model Evaluation Results F1-Score 
Letter Precision Recall 

1. A 80.09% 79.06% 79.57% 
2. B 84.58% 85.47% 85.02% 
3. C 77.93% 77.64% 77.79% 
4. D 70.68% 69.27% 69.97% 
5. E 74.27% 72.29% 73.26% 
6. F 84.73% 84.79% 84.76% 
7. G 74.20% 73.52% 73.85% 
8. H 91.76% 92.70% 92.23% 
9. I 72.01% 69.77% 70.88% 
10. K 72.33% 68.20% 70.25% 
11. L 90.44% 88.93% 89.67% 
12. M 65.66% 67.45% 66.54% 
13. N 65.97% 67.63% 66.79% 
14. O 72.13% 73.84% 72.97% 
15. P 93.68% 94.52% 94.10% 
16. Q 93.91% 92.33% 93.12% 
17. R 74.09% 74.29% 74.19% 
18. S 58.30% 58.79% 58.55% 
19 T 70.50% 69.30% 69.89% 
20. U 72.33% 74.56% 73.44% 
21. V 79.94% 81.07% 80.49% 
22. W 90.62% 91.14% 90.88% 
23. X 66.88% 68.33% 67.60% 
24. Y 84.00% 85.26% 84.62% 

 

This table helps the reader to understand the performance of the model or system in recognizing 
specific SIBI letters. High values of precision, recall, and F1-Score indicate good performance, while 
low values may indicate that the model needs to be improved in the recognition of certain SIBI 
letters. Precision measures how many of the positive predictions made by the model are actually 
correct. In this context, precision measures how accurate the model is in recognizing each letter. 
The higher the precision value, the fewer false positive prediction errors made by the model. Recall 
measures the extent to which the model is able to detect all true positive cases. In this context, 
recall measures how well the model captures all possible letters that actually exist. The higher the 
recall value, the fewer positive cases the model misses. F1-Score is a measure that combines 
precision and recall into a single value. It provides a holistic picture of the model's performance, 
seeking a balance between accuracy and detectability. The higher the F1-Score value, the better the 
model performs in recognizing letters in SIBI. For example, the letter "P" has a Precision of 93.68%, 
a Recall of 94.52%, and an F1-Score of 94.10%. This shows that the model has a very good 
performance in recognizing the letter "P". In contrast, the letter "S" has a Precision of 58.30%, a 
Recall of 58.79%, and an F1- Score of 58.55%, which indicates that the model has a lower 
performance in recognizing the letter "S". 

• Confusion matrix decision tree 

Here is the confusion matrix of the decision tree as show in Fig. 2: 
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Fig. 2. Confusion Matrix Decision Tree 

This Confusion Matrix provides information on how well the model can recognize each letter 
in the Indonesian Sign Language System (SIBI). For example, for the letter 'A', the model made 
correct predictions 1038 times, but also made several mispredictions such as predicting 'A' as 'E' 26 
times, 'A' as 'F' 38 times, and so on. 

- Split Result 

After conducting a test to determine the best value, then we conduct another experiment by 
splitting the data by dividing the dataset into two subsets, namely (training) that has been 
tested and (testing) that has been trained. The context of the Indonesian Sign Language 
System (SIBI) dataset in RapidMiner, the splitting process is divided into several inputs, 
namely 10:90, 20:80, 30:70, 40:60 and 50:50. Later on each input will be analyzed which 
formation is best for the SIBI dataset. The following are the results of the split data experiment 
on the Decision Tree algorithm as show in Table 4. 

Table 4.  Decision Tree Algorithm Split Data Results 

Ratio Decision Tree Split Data Experiment Results F1-Score 
Accuracy Precision Recall 

10:90 73.81 % 75.22% 73.39% 74.29% 
20:80 59.04 % 59.27% 58.48% 58.87% 
30:70 57.38 % 57.67% 56.82% 57.24% 
40:60 60.99 % 62.37% 60.50% 61.42% 
50:50 63.78 % 64.10% 63.34% 63.71% 

 

The Decision Tree Split Data experiment results indicate varying model performance 
depending on the data split ratio. Generally, accuracy tends to decrease with an increase in the 
proportion of training data. There is a pattern showing issues of overfitting as the proportion 
of training data increases. Precision and recall provide additional insight into the model's 
predictive quality. The experiment results show that the balance between precision and recall 
varies depending on the data split ratio. This research leads to the result that a model's capacity 
to recognize Indonesian Sign Language (SIBI) is influenced by the data split ratio. However, 
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these results provide valuable insights for the development of more effective models in SIBI 
recognition. 

3.2. Decision Tree Model Result C45 
• Accuracy 

In experiments using the C45 algorithm with different tree sizes, we evaluated the performance 
of the model using accuracy metrics. The experiments' result and commentary are provided as 
show in Table 5: 

Table 5.  Accuracy Level of C45 Model 

No. Number of Nodes Accuracy 
1. 10 18.75% 
2. 25 33.91% 
3. 50 45.59% 
4. 100 50.59% 
5. 250 57.69% 
6. 500 69.66% 
7. 750 71.90% 

 

In the first test with 10 nodes, the accuracy of the C4.5 Decision Tree model was about 18.75%. 
However, the variability in accuracy between trials was relatively high, with 10 nodes having low 
and inconsistent performance in recognizing SIBI cues. In the second test with 25 nodes, there 
was a significant increase in the accuracy of the model to about 33.91%. This result shows that 
models with more nodes have better performance in SIBI sign recognition. The third test with 
50 nodes resulted in a further improvement in accuracy to about 45.59%. This shows that the 
addition of nodes after reaching 25 nodes still provides a meaningful improvement in model 
performance. The fourth test with 100 nodes resulted in an accuracy of approximately 50.59%. 
This test showed that the model with 100 nodes continued to improve its performance, although 
the improvement was not as great as in the previous stage. The fifth test with 250 nodes resulted 
in a significant improvement in accuracy to about 57.69%. This shows that increasing the capacity 
of the model by adding more nodes has a positive impact on performance. The sixth test with 
500 nodes resulted in an accuracy of about 69.66%, which is a significant improvement from 
before. This shows that increasing the model capacity continues to contribute to improved 
performance. The seventh test with 750 nodes resulted in an accuracy of approximately 71.90%, 
which is a further improvement over the previous test. 

The experimental results show that in SIBI sign recognition using the C4.5 algorithm, the 
performance of the model improves significantly with an increase in the number of nodes in the 
decision tree. The model with 750 nodes has the highest accuracy of about 71.90%. The low 
variability of accuracy between trials indicates that models with a larger number of nodes are more 
stable and consistent in SIBI sign recognition. This indicates that the C4.5 Decision Tree 
algorithm, when configured with an appropriate number of nodes, can be a good choice in 
Indonesian Sign Language (SIBI) recognition. However, it should be kept in mind that the use 
of models with many nodes may increase the complexity and computational requirements, so it 
is necessary to consider the trade-off between performance and efficiency. In addition, further 



96 Applied Engineering and Technology ISSN 2829-4998 
 Vol. 3, No. 2, August 2024, pp. 86-101 

 
 

 Nugraha et al. (Decision tree based algorithms for Indonesian Language…) 

experiments and comparisons with other algorithms are needed to confirm these results and 
determine the most effective algorithm in the context of SIBI recognition 

• C45 Decision tree Model Evaluation Results 

In the C45 decision tree model with the best accuracy of 71.90% with 750 nodes. The model is 
then tested and the results of precision, recall, and F1 Score are obtained as show in Table 6: 

Table 6.  Evaluation of C45 Model 

No Decision Tree Model Evaluation Results F1-Score 
Letter Precision Recall 

1. A 77.30% 74.71% 75.96% 
2. B 82.47% 81.85% 82.16% 
3. C 72.43% 73.40% 72.91% 
4. D 66.81% 68.30% 67.54% 
5. E 62.57% 62.48% 62.52% 
6. F 80.75% 82.00% 81.36% 
7. G 66.30% 67.91% 67.09% 
8. H 92.13% 92.34% 92.23% 
9. I 65.40% 64.54% 64.96% 
10. K 58.20% 60.83% 59.50% 
11. L 85.60% 84.76% 85.18% 
12. M 59.68% 57.28% 58.45% 
13. N 62.08% 60.62% 61.34% 
14. O 65.23% 63.39%  64.29% 
15. P 92.75% 92.25% 92.50% 
16. Q 90.89% 91.26% 91.07% 
17. R 63.51% 64.06% 63.78% 
18. S 46.49% 53.88% 50.12% 
19 T 63.00% 59.69% 61.29% 
20. U 67.32% 67.96% 67.64% 
21. V 74.59% 70.90% 72.71% 
22. W 87.90% 88.28% 88.09% 
23. X 55.17% 53.10% 54.11% 

 

This table helps the reader to understand the performance of the model or system in recognizing 
specific SIBI letters. High values of precision, recall, and F1-Score indicate good performance, 
while low values may indicate that the model needs to be improved in the recognition of certain 
SIBI letters. Precision measures how many of the positive predictions made by the model are 
actually correct. In this context, precision measures how accurate the model is in recognizing each 
letter. The higher the precision value, the fewer false positive prediction errors made by the model. 
Recall measures the extent to which the model is able to detect all true positive cases. In this 
context, recall measures how well the model captures all possible letters that actually exist. The 
higher the recall value, the fewer positive cases the model misses. F1-Score is a measure that 
combines precision and recall into a single value. It provides a holistic picture of the model's 
performance, seeking a balance between accuracy and detectability. The higher the F1-Score 
value, the better the model's performance in recognizing letters in SIBI 

• Confusion Matrix C45 
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Here is the confusion matrix of the C45 as show in Fig. 3. 

 
Fig. 3. Confusion Matrix C45 

The Confusion Matrix above provides an overview of the performance of the C45 Decision 
Tree model in classifying letters in the Indonesian Language Sign System (SIBI). For example, 
the letter 'A' has a recall value of 74.71%, which means most of the actual data labeled 'A' has 
been found by the model. However, the model also made some prediction errors, such as 
predicting 'A' as 'E' 26 times, and so on. In addition, F1 Score, which is a combined measurement 
of precision and recall, is also provided for each letter. For example, the letter 'A' has an F1 Score 
of 75.96%. Overall, this Confusion Matrix provides an overview of the extent to which the C45 
Decision Tree model can recognize letters in the Indonesian Language Signing System (SIBI) and 
provides a better understanding of the model's performance in the task. 

After experimenting based on the number of nodes in the C45 Decision Tree, the node value 
of 750 is obtained as the best value. Like the Decision Tree algorithm, we experiment again by 
splitting the data to compare the results with the algorithm. Just like before the Indonesian Sign 
Language System (SIBI) dataset is divided into several inputs, namely 10:90, 20:80, 30:70, 40:60 
and 50;50. Later on each input will be analyzed which formation is best for the SIBI dataset. The 
following are the results of the split data experiment on the C45 Decision Tree algorithm as show 
in Table 7. 

Table 7.  Decision Tree Results C45 Split Data 

Ratio 
Decision Tree Split Data Experiment Results 

F1-Score 
Accuracy Precision Recall 

10:90 22.39% 21.58% 20.95% 21.26% 
20:80 20.44% 29.97% 19.29% 23.47% 
30:70 14.53% 16.19% 13.12% 14.49% 
40:60 19.44% 30.19% 18.22% 22.72% 
50:50 11.77% 16.73% 10.35% 12.78% 

 

The research exhibited notable strengths in evaluating various decision tree models for the 
recognition of indonesian sign language system (SIBI) letters. The comprehensive assessment 
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using metrics like accuracy, precision, recall, and f1-score provided a robust understanding of 
model performance. The detailed analysis of different configurations with varying numbers of 
nodes showcased a systematic exploration of the decision tree and c4.5 algorithms, elucidating 
their impact on recognition accuracy. Additionally, the experimentation with different data split 
ratios contributed valuable insights into the models' sensitivity to training-testing set 
distributions. This thorough examination highlights the research's strength in meticulously 
exploring multiple facets of model performance, thereby offering a rich understanding of the 
models' efficacy in sibi letter recognition. 

However, the research also presents certain limitations. Despite the extensive evaluation of 
decision tree models, the focus predominantly on decision tree algorithms might limit the scope 
of comparison with other machine learning approaches specifically tailored for pattern recognition 
tasks. Moreover, while metrics like precision, recall, and F1-score provide insights into model 
performance, they might not fully capture the real-world application challenges or account for 
nuances in recognizing sign language gestures, where subtle variations could significantly impact 
interpretation. Furthermore, the research lacks an in-depth exploration of techniques to handle 
imbalanced data, which is often prevalent in sign language datasets and could affect model 
generalization and performance. 

Moving forward, addressing these challenges presents itself as a pivotal direction for future 
research. Exploring a wider array of machine learning algorithms, including deep learning 
architectures like convolutional neural networks (CNNs) or recurrent neural networks (RNNs), 
could provide comparative insights into their effectiveness in SIBI recognition tasks. Additionally, 
integrating domain-specific features or temporal information into the models might enhance their 
ability to capture the intricacies of sign language gestures. Moreover, devising strategies to 
mitigate the impact of imbalanced data and enhancing model interpretability could further 
improve the practical applicability of these models in real-world scenarios. Embracing 
interdisciplinary collaborations with experts in sign language linguistics or cognitive science could 
offer valuable perspectives in refining models to better align with the nuances and complexities of 
sign language interpretation, fostering more accurate and inclusive communication technologies 

4. Conclusion 
Conclusion for Decision Tree and Decision Tree C4.5 Comparison on Indonesian Sign Language 

(SIBI) Recognition. Decision Tree, Decision Tree models have varying levels of accuracy depending on 
the number of trees used. In this case, the highest accuracy was achieved at 25 trees with an accuracy of 
about 77.82% the evaluation results using Precision, Recall, and F1-Score metrics show a fairly good 
performance in recognizing SIBI letters, with some letters having higher scores than others overall, 
Decision Tree can be used as a model for letter recognition in the Indonesian Sign Language System 
(SIBI) with quite good performance, especially with the optimal number of decision trees. Decision Tree 
C4.5, Decision Tree model has a lower accuracy rate than the Decision Tree. The accuracy rate increases 
as the number of decision trees increases, with the best accuracy achieved at 750 trees with an accuracy 
of about 71.90%. Evaluation results using Precision, Recall, and F1-Score metrics show that this model 
has lower performance than Decision Tree in recognizing SIBI letters although Decision Tree C4.5 has 
a lower accuracy, it may still be used as one of the alternatives in letter recognition in the Indonesian 
Language Sign System (SIBI) if needed. Overall, based on the test results, the Decision Tree has a better 
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performance in letter recognition in the Indonesian Language Sign System (SIBI) compared to the C4.5 
Decision Tree, especially in terms of accuracy and most other evaluation metrics. However, the choice 
between these two algorithms can also be affected by other factors, such as the speed of model training 
and available resources. However, the study's concentration on decision tree algorithms limits 
comparisons with other machine learning approaches tailored for pattern recognition, and the reliance 
on metrics may overlook the intricacies of sign language gestures, posing challenges in real-world 
applications. Future endeavors should encompass a broader spectrum of machine learning techniques, 
such as deep learning architectures, incorporate domain-specific features, address imbalanced data issues, 
and foster interdisciplinary collaborations to enhance model interpretability and align better with the 
complexities of sign language, advancing more inclusive and accurate communication technologies. 
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