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ABSTRACT

With the intimate integration of power grids and cyber networks, limited bandwidth and packet delay have a rapidly expanding negative impact on power system performance. The presented multi-area interconnected power system consists of four areas, each including thermal and hydro-generation plants. This paper investigates the stability analysis problem for cyber-physical systems with a round-robin communication protocol under mixed cyberattacks and load changes. The objective is to stabilize a multi-area interconnected power system (MAIPS) using a static feedback controller while minimizing the defined performance function. Then, the stability of the MAIPS is characterized when the system is subjected to a transmission delay while considering predetermined limits for the duration and the frequency of the delay. Our findings indicate that time delays can influence system stability and that choosing an appropriate sampling interval is necessary to ensure the stability of the system. Finally, an illustrative example of three areas of interconnected power systems with several scenarios is presented to verify the effectiveness of the proposed method.
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1. Introduction

Recent advances in power systems have increased attention to the multi-area interconnected power system (MAIPS). To support control schematics in power systems, recent research has focused on applying different virtual inertia emulation methods to link the multi-power generations [1, 2, 3, 4]. The control loops of load frequency control (LFC) send measurements and control data among networks such as the supervisory control and data acquisition (SCADA) system. Load frequency control is a crucial aspect of maintaining the stability of a power system. In power systems, the demand for electricity fluctuates constantly, and the supply must be adjusted accordingly to maintain a constant frequency. LFC is responsible for ensuring that the power supply matches the demand by adjusting the output of the generators in real time.

The standard control scheme of the LFC requires additional modifications to handle the new
scenarios where power generation areas are interconnected. Transmission delay, which is the time it takes for signals to travel through the power grid, can significantly impact the effectiveness of LFC. Delayed signals can cause a mismatch between supply and demand, leading to instability and even blackouts. Therefore, reducing transmission delay is essential for maintaining a stable power system and ensuring a reliable electricity supply to consumers. Therefore, high dependence on data communication introduces time delay issues in the LFC since an interconnected power system, in this manner has a high possibility of being affected by a transmission delay that has the same effect as the denial-of-service attack [5, 6]. In addition, intentionally delaying the transmission of signals through the LFC system can have a direct impact on the stability and frequency of the system. It could also lead to significant damage to the economy of the interconnected power system. In such a scenario, the transmission delay could disrupt the practical operation of the interconnected system, thereby affecting its dynamics [7]. Therefore, it is important to consider stability analysis when designing a MAIPS [8]. Therefore, it is important to consider stability analysis when designing a MAIPS [9].

Cyberattacks targeting power systems represent a significant threat to the security and stability of the electricity grid. The integration of cyber devices into power systems, such as intelligent electronic devices and information communication technology devices, has led to a high number of software vulnerabilities that malicious actors can exploit to cause severe physical consequences within power systems. For example, attackers may manipulate the supervisory control and data acquisition (SCADA) system in a substation to launch false data injection, replay, or denial-of-service attacks. These attacks can disrupt the regular operation of power systems and cause cascading failures, equipment damage, or blackouts [10].

Load frequency control (LFC) is an automatic closed-loop system that maintains the stability of the interconnected system’s frequency in multi-area integrated power systems. This is achieved by adjusting the set-points of area generators for active power output based on reserved measurement through communication networks and wide-area transmitted measurement units [11]. However, LFC systems are vulnerable to cyberattacks as communication channels in wide-area measurements such as SCADA systems can be affected by attackers. Therefore, it is important to pay more attention to the security of LFC systems against cyberattacks [12].

In multi-area integrated power systems (MAIPS), communication between generation areas occurs over a common network medium. This network must be protected against attacks during data transmission. Failure to do so could result in system volatility or redundancy in plant operation. Therefore, it is essential to consider security issues when designing controllers for the MAIPS [13, 14]. Transmission delay refers to the time lag between the generation and consumption of electrical energy and can have a significant impact on the stability of power systems. This delay may arise due to physical distance, communication latency, or network congestion, among other factors. The occurrence of transmission delays in power systems can give rise to errors and uncertainties in state estimation, control, and protection. Such inaccuracies and delayed synchrophasor measurements have the potential to impact the performance and coordination of distributed controllers, including generators, inverters, and load-shedding devices. In practical applications, transmission delay can cause a critical failure of the system’s performance, particularly in networked control systems like MAIPSs, where time delays during transmission can destabilize the closed-loop system and degrade its dynamics performance [13], [15].

The effect of transmission delay on conventional LFC systems with AC transmission lines has been a topic of interest in recent research. However, only a few studies have examined the impact of transmission delay on power network systems [16], [17]. A micro-grid LFC system with constant communication delays was proposed in [18], where delay margins for PI gains were derived. A decentralized LFC strategy based on switching control theory with transmission delay in the subsystem was presented in [9, 19], while a load frequency control problem with constant and time-varying
delays in state and control input was investigated in [17].

The small gain approach has been widely used by researchers to solve the stabilization problem of distributed systems. In order to maintain the stability of large-scale systems with a limited communication medium, an event-triggered sampling scheme with distributed controllers was investigated in [20]. Moreover, Song et al. proposed a robust pinning synchronization control method to ensure the recovery of the initial state for a complex system under mixed attacks in independent transmission channels [21]. A hierarchical game technique was introduced in [22] to address the control challenge of a wirelessly networked control system subject to a DoS attack.

The subject under consideration entails the design of an output feedback controller and a parameter-based method that ensures stability of a Multi-Area Integrated Power System (MAIPS) subject to load deviation and transmission delay. The present study offers the following contributions:

• Firstly, an output feedback controller is proposed to stabilize a multi-area integrated power system in the presence of load deviations and denial of service (DoS) attacks.

• Secondly, this research puts forth a load frequency control (LFC) technique for the power system that incorporates the networking infrastructure features of the sample period and packet delay. A stability condition for a particular control system is established using Lyapunov theory. The stability criterion specifies the sample period and packet delay bands that ensure the power system’s stability under the supplied control.

• Thirdly, the stability of a discrete-time MAIPS is discussed and analyzed such that stability is maintained even in the presence of transmission delay and load changes.

• Fourthly, this paper characterizes the limits on the frequency and duration of transmission delay for a MAIPS that implements a typical round-robin communication protocol.

• Lastly, an illustrative example of a typical MAIPS is provided with several scenarios that consider the designed controller with typical and modified sampling intervals, both in the absence and presence of transmission delay. These scenarios are utilized to verify the effectiveness of the proposed approach and controller.

The rest of this paper is organized as follows: Section 2 presents the modeling of a MAIPS. In Section 3, we provide the framework. Then, in Section 4, we discuss the output feedback controller and stability analysis of a MAIPS. In Section 5, we present a simulation of an illustrative example. Finally, in Section 6, we conclude our work.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ω</td>
<td>Angular rotating mass frequency</td>
</tr>
<tr>
<td>Ma_i</td>
<td>Angular momentum of i-th subsystem</td>
</tr>
<tr>
<td>P_{mech}</td>
<td>Mechanical power</td>
</tr>
<tr>
<td>P_v</td>
<td>Steam valve position</td>
</tr>
<tr>
<td>T_{ch}</td>
<td>Prime mover charging time constant</td>
</tr>
<tr>
<td>f_i</td>
<td>Non-frequency-sensitive load change deviation</td>
</tr>
<tr>
<td>R_{f}</td>
<td>Percent Change in frequency divided by percent change in unit output</td>
</tr>
<tr>
<td>D_i</td>
<td>Change in percentage of (load/change in frequency)</td>
</tr>
<tr>
<td>T_g</td>
<td>Time constant of governor</td>
</tr>
<tr>
<td>T_{ij}</td>
<td>Slope of the power angle curve at the initial operating angle between area i and area j</td>
</tr>
<tr>
<td>T_{tie}</td>
<td>Power flow of the tie-line between area i and area j</td>
</tr>
<tr>
<td>T_{tie,i}</td>
<td>Total power flow of the tie-line between area i and area j</td>
</tr>
</tbody>
</table>

Table 1. Generation areas parameters [23]
2. Multi-area Interconnected Power System Model

This brief considers a discrete-time MAIPS model that is linearized around operation points. The MAIPS of thermal power stations with single-state turbines equipped with PI controllers is used. The mathematical model of the time-invariant MAIPS is represented in this brief (1).

Let \( N \) denote a set of indexed areas that are connected through tie-lines. In this case, subsystems are connected through a communication network, and the model that describes this is as follows:

\[
x_i(k+1) = A_{ii}x_i(k) + B_iu_i(k) + E_if_i(k) + \sum_{j\in N} A_{ij}x_j(k)
\]

\[
y_i(k) = C_i x_i(k)
\]

In this brief, \( x_i(k) = [\Delta \omega, \Delta P_{mech}, \Delta P_{vi}, \Delta P_{tie,i}]^T \in \mathbb{R}^n \) represents the states of the system’s frequency deviation, mechanical power deviation, steam valve position deviation, and deviation of the total tie-line power flow. \( u_i \in \mathbb{R}^m \) denotes the control signal of each subsystem, while \( y_i \in \mathbb{R}^p \) denotes the system observation. \( N \) refers to the set of connected subsystems, and \( f_i \) represents the local variation on the demeaned load. In [23] the model is discussed in detail. The system matrices are defined as follows:

\[
A_{ii}(N_{ij}) = \begin{bmatrix}
-\frac{D_i}{M_i^p} & \frac{1}{M_i^p} & 0 & -\frac{1}{M_i^p} \\
0 & 0 & \frac{1}{T_{CH_i}} & 0 \\
-\frac{1}{R_i^p T_{pi}} & 0 & -\frac{1}{T_{gi}} & 0 \\
\sum_{j\in N} T_{ij} & 0 & 0 & 0
\end{bmatrix}
\]

\[
B_i = \begin{bmatrix}
0 \\
0 \\
0 \\
\frac{1}{T_{gi}}
\end{bmatrix}, \quad E_i = \begin{bmatrix}
-\frac{1}{M_i^p} \\
0 \\
0 \\
0
\end{bmatrix}
\]

\[
A_{ij} = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\sum_{j\in N} T_{ij} & 0 & 0 & 0
\end{bmatrix}
\]

\[
C_i = \begin{bmatrix}
1 & 0 & 0 & 1
\end{bmatrix}
\]

Table 1 of generation area parameters for multi-area integrated power systems includes various parameters related to generators located in different regions. These parameters are mechanical power, power flow, angular rotating mass frequency, governor time constant, and frequency or load change. They are essential for maintaining the power system’s stability and reliability. Mechanical power is the rate of energy production and conversion to electrical power by the generator. Power flow is the amount of electrical power transferred between the areas. The angular rotating mass frequency is the speed of the generator’s rotor rotation. The governor time constant is the speed of the governor’s reaction to a load variation. The frequency or load change is the system’s reaction to changes in power demand. These parameters are applied in various power systems analysis methods, such as transient stability analysis and frequency response analysis, to ensure that the power system operates safely and can cope with disturbances. Considering the MAIPS described by the model (1). The target is to design a control system to guarantee the closed-loop stability of all areas on the power network. \( N \) in the model is representing the set of the neighbor’s agent \( j \). In this manner, the controller proposes to use the output feedback measurements of the subsystems to compute the input control signals for each time step as a distributed system. The controller’s goal is to ensure the stability of the MAIPS. The diagram of the system with three areas was shown in Fig. 1.
3. Framework

Let's consider the discrete MAIPS expressed in Section 2. In (1), we find the mathematical model of the $i-th$ subsystem on MAIPS. A wireless communication network is used to transfer data and measurements. A feedback controller uses these measurements to determine control signals and forward them to the systems' actuators to maintain a certain frequency of the grid at the desired frequency. In an ideal situation, signals arrive at the control unit with no time delay in a sample-and-hold manner. For example, $y_i(k_i^r)$ where $k_i^r$ refers to received communication attempts.

**Remark 1** We assume that output feedback gains $K_i$ and $L_{ij}$ exist that press all eigenvalues of matrix $A_{ii}$ to have a norm strictly less than one. In other words, each feedback area is Schur stable.

3.1. Transmission Delay

In this section, we introduce a time delay in the multi-area interconnected power system. To represent this time delay on the MAIPS, we consider the sampling time $T_s$ with a constant sampling period $T_s = t_{k+1} - t_k$ and a stochastic time delay $d_k$. We rewrite the sampling period at the controller as in Assumption 1.

**Assumption 1** Let $h$ be the fixed ideal period of sampling and the delay $d_k$ be random and limited to $d_k < d_{max}$.

$$T_s = h + d_k$$

(2)

where $d_k$ and $h_k$ are restricted to this condition $0 < d_k < h_k$ and $0 < h_{min} < h_k < h_{max}$. However, $d_k$ is independent and has a known distribution with an occurring frequency $f_k$.
Assumption 2 Let the constants $\lambda \in \mathbb{N}$, $\theta \in \mathbb{N}$ and $d_{\text{max}}$ and $f_{\text{max}}$ exist such that time delay $d_k \in [\tau, k]$ and $f_{\text{max}}$ have the following constraints:

\[
\begin{align*}
|d_k| & \leq \lambda + d_{\text{max}}(k - \tau) \\
\frac{d_{\text{max}}}{f_{\text{max}}} & \leq \theta + \frac{(k - \tau)}{f_{\text{max}}}
\end{align*}
\]  

(3) \quad (4)

Where $k \geq \tau$ for all $k$ and $\tau$.

We remark that the communication network generated a time delay $d_k$ that is less than $h_k$ but the packets were correctly received. By considering discrete-time dynamic (1) with measurements delay $d_k$. The subsystem dynamic is written as:

\[
y^d_i(k) = \begin{cases} 
C_i x_i(k - d_k), & \gamma(k) = 1 \\
C_i x_i(k) & \gamma(k) = 0
\end{cases}
\]  

(5)

Where $\gamma(k)$ is a Bernoulli random variable with $P_r(k) = p_k$. $y^d_i$ refer to received measurements of $i$–th area.

Remark 2 Each control input $u_i$ affecting subsystem $i$ consists of two parts. The first part depends on the area output with a gain of $K_i$, the second one depends on the area neighbors’ output with a gain of $L_{ij}$, such control signal is given by:

\[
u_i(k) = K_i y^d_i(k) + \sum_{j \in N_i} L_{ij} y^d_j(k)
\]  

(6)

Where $K_i$ and $L_{ij}$ denote the controller gains.

4. Output Feedback Controller and Stability Analysis

The aim is to administrate the stability of the MAIPS in the normal situation or with the presence of the communication time delay. Mainly we address the stabilization problem of MAIPS connected by tie-line in the nominal situation and under the influence of transmission delay.

At each transmission instant, let $e_i(k)$ refer to the error between the received states $x^d_i(k)$ and the actual states $x_i(k)$ in each $i$–area. So, it could be written as:

\[
e_i(k) = x^d_i(k) - x_i(k), \quad i = 1, 2, \ldots, N
\]  

(7)

The objective of this work is to design an output feedback controller as in (6) that guarantee the stability of the close loop model described in (1). On the coming section, the Lyapunov theory is used to ensure the system (1) is exponentially stable.

The $i$–th subsystem dynamic could be rewritten by substituting (7) and (6) in (1), such as

\[
x_i(k + 1) = A^c_{ii} x_i(k) + B_i K_i C_i e_i(k) + E_i f_i(k) + \sum_{j \in N} A^c_{ij} x_j(k) + \sum_{j \in N} B_j L_{ij} C_j e_j(k)
\]  

(8)

\[
A^c_{ii} = A_{ii} + B_i K_i C_i, \quad A^c_{ij} = A_{ij} + B_i L_{ij} C_j
\]

From close loop system (8), It could be noted that $i$–th area is effected by the $f_i(k)$ in additional to $x_j(k), e_i(k)$, and $e_j(k)$ the interconnected neighbors and errors, respectively.

Remark 3 As illustrated in (8) stability can be achieved in a weak couplings situation and within a small error $e_i(k)$. Besides, a design parameter $\sigma$ has been introduced to clarify the “smallness” of $e_i(k)$. 
Assumption 3 (Inter-sampling interval). With nonexistence transmission delay there is an inter-
sampling interval (Δ) satisfying:

$$\|e_i(k)\| \leq \sigma_i \|x_i(k)\|$$  \hspace{1cm} (9)

σ₁ here holds as a design factor. According to [24], the selection and design of Δ and σ₁ is essential
to guarantee the stability of the distributed systems.

Remark 4 Even if Δ is not shown explicitly in (9), it can be noticed from the definition of the error (7)
that the inter-sampling interval affects the stability of the system. Referring to Remark 3, Assumption
3 guarantees the “smallness” of the error by selecting a proper inter-sampling interval.

Remark 5 It is worth mentioning that designing the inter-sampling interval, Δ in (9) is a consid-
erable problem. An inter-sampling interval satisfying limits as (9) could be precisely resolved for
centralized settings [24]. While some literature computes and applies a lower bound of time elapsed
between two events to avoid Zeno behavior in asymptotically stable distributed/decentralized systems
[25], [26].

4.1. Static Output Feedback Control Design

In this section, the main objective is to design a static output feedback controller in the form of
(6) to achieve the asymptotic stability for nominal distributed systems (1). For static output feedback
control design, the following two theorems are established.

Theorem 1 If the controller gains $K_1$ and $L_{ij}$ in (6) is given. The system in (1) is asymptotically
stable if positive matrices $P_i$ exist and satisfy the following:

$$\Xi_i = \begin{bmatrix} \Xi_{1i} & \Xi_{2i} & \Xi_{3i} & \Xi_{4i} & \Xi_{5i} \\ * & \Xi_{6i} & \Xi_{7i} & \Xi_{8i} & \Xi_{9i} \\ * & * & \Xi_{10i} & \Xi_{11i} & \Xi_{12i} \\ * & * & * & \Xi_{13i} & \Xi_{14i} \\ * & * & * & * & \Xi_{15i} \end{bmatrix} < 0$$  \hspace{1cm} (10)

Where

$$\Xi_{1i} = A_{ii}^T P_i A_{ii} - P_i, \quad \Xi_{2i} = 2 A_{ii}^T P_i B_i K_i C_i;$$

$$\Xi_{3i} = 2 A_{ii}^T P_i E_i, \quad \Xi_{4i} = 2 A_{ii}^T P_i \sum_{j \in N} A_{ij}^c;$$

$$\Xi_{5i} = 2 A_{ii}^T P_i \sum_{j \in N} B_i L_{ij} C_j, \quad \Xi_{6i} = C_i^T K_i^T B_i^T P_i B_i K_i C_i;$$

$$\Xi_{7i} = 2 C_i^T K_i^T B_i^T P_i E_i, \quad \Xi_{8i} = 2 C_i^T K_i^T B_i^T P_i \sum_{j \in N} A_{ij}^c;$$

$$\Xi_{9i} = 2 C_i^T K_i^T B_i^T P_i \sum_{j \in N} B_i L_{ij} C_j, \quad \Xi_{10i} = E_i^T P_i E_i;$$

$$\Xi_{11i} = E_i^T P_i \sum_{j \in N} A_{ij}^c, \quad \Xi_{12i} = E_i^T P_i \sum_{j \in N} B_i L_{ij} C_j;$$

$$\Xi_{13i} = \sum_{j \in N} A_{ij}^T P_i A_{ij} A_{ij}^c, \quad \Xi_{14i} = \sum_{j \in N} A_{ij}^T P_i B_i L_{ij} C_i;$$

$$\Xi_{15i} = \sum_{j \in N} C_i^T L_{ij} B_i^T P_i B_i L_{ij} C_j.$$
Proof 1  To proof Theorem 1, the following Lyapunov function is considered.

\[ V_i(k) = x_i^T(k)P_ix_i(k) \]  

(12)

By manipulating \( \Delta V_i(k) \) using (11) we obtain:

\[
\Delta V_i(k) = V_i(k + 1) - V_i(k) \\
= x_i^T(k)(\Xi_{1i})x_i(k) + 2x_i^T(k)\Xi_{2i}e_i(k) \\
+ 2x_i^T(k)\Xi_{3i}f_i(k) + 2x_i^T(k)\Xi_{4i}x_j(k) \\
+ 2x_i^T(k)\Xi_{5i}e_j(k) + e_i^T(k)\Xi_{6i}e_i(k) \\
+ 2e_i^T(k)\Xi_{7i}f_i(k) + 2e_i^T(k)\Xi_{8i}x_j(k) \\
+ 2e_i^T(k)\Xi_{9i}e_j(k) + f_i^T(k)\Xi_{10i}f_i(k) \\
+ 2f_i^T(k)\Xi_{11i}x_j(k) + 2f_i^T(k)\Xi_{12i}e_j(k) \\
+ \sum_{j \in N} x_j^T(k)\Xi_{13i}x_j(k) + 2\sum_{j \in N} x_j^T(k)\Xi_{14i}e_j(k) \\
+ \sum_{j \in N} e_j^T(k)\Xi_{14i}e_j(k) \\
\]  

(13)

Now, let

\[
\Theta_i^T(k) = [x_i(k) \quad e_i(k) \quad f_i(k) \quad \sum_{j \in N} x_j(k) \quad \sum_{j \in N} e_j(k)]^T \
\]

(14)

The aforementioned expression (13) is rewritten in a compact form using (14) as :

\[
\Delta V_i(k) = \Theta_i^T(k)\Xi_i\Theta_i(k) \\
\]

(15)

The main result is summarized by the following theorem:

Theorem 2  If there exist positive definite matrices \( X_i, Y_i, Y_{ij}, M_i, R_i, M_{ij}, R_{ij} \), and positive scalars \( \epsilon_i \) such that the following bilinear matrix inequality (BMI) is satisfied:

\[
\Xi_i = \begin{bmatrix}
-X_i & 0 & 0 & 0 & 0 & Y_i^T B_i^T + X_i A_i^T \\
0 & -\epsilon_i I & 0 & 0 & 0 & Y_i^T B_i^T \\
0 & 0 & -\epsilon_i I & 0 & 0 & X_i E_i^T \\
0 & 0 & 0 & -\epsilon_i I & 0 & \sum_{j \in N} Y_j^T B_{ij}^T + X_i A_{ij}^T \\
0 & 0 & 0 & 0 & -\epsilon_i I & \sum_{j \in N} Y_j^T B_{ij}^T \\
M_i C_i = C_i X_i & M_{ij} C_j = C_j X_i
\end{bmatrix} < 0
\]

(16)

Then, the system (8) is asymptotic stable with the designed observer controller in (6) where \( K_i \), and \( L_{ij} \) are given as:

\[
K_i = R_i M_i^{-1}, \quad L_{ij} = R_{ij} M_{ij}^{-1}
\]

(17)

Proof 2  \( \Xi_i \) in LMI (10) can be rewritten as:

\[
\Xi_i = \Xi_{i11} + \Xi_{i12} P_i \bar{\Xi}_{i12}^T < 0 \\
\]

(18)

with \( \Xi_{i11} = diag\{-P_i, 0, 0, 0, 0\} \) and \( \bar{\Xi}_{i12}^T = [A_i^T \quad B_i K_i C_i \quad E_i \quad \sum_{j \in N} A_{ij}^T \quad \sum_{j \in N} B_{ij} L_{ij} C_j]^T \). So, (18) is formulated using Schur complements as:

\[
\begin{bmatrix}
\Xi_{i11} & \Xi_{i12} \\
\Xi_{i12}^T & -P_i^{-1}
\end{bmatrix} < 0
\]

(19)
Now, let \( X_i = P_i^{-1} \), and multiply (19) from left and right by \( \text{diag}\{X_1, X_2, X_3, X_4, I\} \). Recalling of the values of \( A_{ij}^T \) and \( A_{ij}^T \) and selecting \( M_i C_i := C_i X_i, R_i := K_i M_i, Y_i := R_i C_i, M_i C_i := C_i X_i, R_i := L_i j M_i j, \) and \( Y_j := R_i j C_j \), the BMI can be obtained as in (16).

**Remark 6** Theorem 2 was established in view of the work presented by Mahmoud and Nounou in [27].

### 4.2. A Small-Gain Approach for a MAIPS

By choosing the Lyapunov function \( V_i(k) = x_i^T(k)P_ix_i(k) \) where \( Q_i = Q_i^T > 0 \), and \( P_i \) is the unique solution of the Lyapunov equation \( \hat{A}_i^T P_i A_{ii} - P_i + Q_i = 0 \). Then each subsystem \( i \) should satisfy:

\[
\lambda_{\min}(P_i)\|x_i(k)\|^2 \leq V_i(x_i(k)) \leq \lambda_{\max}(P_i)\|x_i(k)\|^2
\]

(20)

thus \( \lambda_{\min}(P_i) \) is the smallest eigenvalue of of \( P_i \) and \( \lambda_{\max}(P_i) \) is the largest. To maintain the stability of the system, \( \sigma_i \) must be selected based on the Lemma 1.

**Lemma 1** For MAIPS described by (1) that controlled by (6), Let \( \mu \in \mathbb{R}^N_+ \) to be any column vector satisfy \( \mu^T A < 0 \). Then, the MAIPS is asymptotically stable if there is \( \sigma_i \forall i \in N \) such that

\[
\sigma_i < \sqrt{\frac{l_i}{j_i}}
\]

(21)

Where for \( l_i \) refers to the \( i \)-th vector of \( L := \mu^T (-A + \bar{\Psi}) \) and \( j_i \) refers to the \( j \)-th vector \( J := \mu^T \Gamma \). The matrices \( A, \Gamma \) and \( \Psi \) are defined below.

**Proof 3** Evaluating the Lyapunov function difference (13) based on (12), taking the norm and utilizing Young’s inequalities lead us to

\[
\Delta V_i(k) \leq -\lambda(Q_i)\|x_i(k)\|^2 + \|\Xi_{1i}\|\|x_i^T(k)\|\|e_i(k)\|\nonumber \\
+ \|\Xi_{3i}\|\|x_i^T(k)\|\|f_i(k)\| \nonumber \\
+ \|\Xi_{14i}\|\|x_i^T(k)\|\|e_i(k)\| \nonumber \\
+ \|\Xi_{15i}\|\|x_i^T(k)\|\|e_i(k)\| \nonumber \\
+ \|\Xi_{13i}\|\|x_i^T(k)\|\|f_i(k)\| \nonumber \\
+ \|\Xi_{12i}\|\|f_i(k)\| \nonumber \\
+ \|\Xi_{11i}\|\|e_i^T(k)\|\|x_i(k)\| \nonumber \\
+ \|\Xi_{10i}\|\|f_i(k)\| \nonumber \\
+ \|\Xi_{11i}\|\|e_i^T(k)\|\|x_i(k)\| \nonumber \\
+ \|\Xi_{10i}\|\|f_i(k)\| \nonumber \\
\]

(22)

By rewriting the inequalities (22) in matrix form:

\[
\Delta V_i(x_i(k)) \leq -\alpha_{ii}\|x_i(k)\|^2 + \psi\|f_i(k)\| + \sum_{j \in N_i} \alpha_{ij}\|x_j(k)\|^2 \nonumber \\
+ \gamma_{ii}\|e_i(k)\|^2 + \sum_{j \in N_i} \gamma_{ij}\|e_j(k)\|^2
\]

(23)
Where $\alpha_i$, $\alpha_{ij}$, $\gamma_{ii}$, $\gamma_{ij}$, and $\psi_i$ are written as

$$
A = \begin{bmatrix}
-\alpha_{11} & \alpha_{12} & \cdots & \alpha_{1N} \\
\alpha_{21} & -\alpha_{22} & \cdots & \alpha_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{N1} & \alpha_{N2} & \cdots & -\alpha_{NN}
\end{bmatrix} \tag{24}
$$

$$
\Gamma = \begin{bmatrix}
\gamma_{11} & \gamma_{12} & \cdots & \gamma_{1N} \\
\gamma_{21} & \gamma_{22} & \cdots & \gamma_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
\gamma_{N1} & \gamma_{N2} & \cdots & \gamma_{NN}
\end{bmatrix} \tag{25}
$$

$$
\Psi = \begin{bmatrix}
\psi_{11} \\
\vdots \\
\psi_{NN}
\end{bmatrix} \tag{26}
$$

with

$$
\alpha_{ii} = \lambda_{\min}(Q_i) - \delta - \sum_{j \in N_i} 2\delta + \frac{1}{\delta} \|2A_{ii}^T P_i E_i\|^2 \tag{27}
$$

$$
\alpha_{ij} = \frac{1}{\delta} \|2A_{ii}^T P_i A_{ij}\|^2 \\
+ \frac{1}{\delta} \|2K_i^T C_i B_i^T P_i A_{ij}\|^2 C_i^T L_i^T B_i^T P_i A_{ij}\|^2 \\
+ \|A_{ij}^T P_i A_{ij}\|^2 \tag{28}
$$

$$
\gamma_{ii} = \frac{1}{\delta} \|2A_{ii}^T P_i B_i K_i C_i\|^2 \\
+ \sum_{j \in N} \frac{1}{\delta} \|2A_{ii}^T P_i B_i L_{ij} C_j\|^2 \\
+ \|C_i^T K_i^T P_i B_i K_i C_i\|^2 + \sum_{j \in N} 3\delta \tag{29}
$$

$$
\gamma_{ij} = \frac{1}{\delta} \|2C_i^T K_i^T B_i^T P_i B_i L_{ij} C_j\|^2 \\
+ \frac{1}{\delta} \|2C_j^T L_i^T B_i^T P_i B_i L_{ij} C_j\|^2 \\
+ \frac{1}{\delta} \|2C_i^T L_i^T B_i^T P_i E_i\|^2 \tag{30}
$$

$$
\psi_{ii} = 2\delta + \sum_{j \in N} 2\delta + \|E_i^T P_i E_i\| \tag{31}
$$

Selecting $\delta > 0$ to satisfy $\alpha_i > 0$ and the minimum eigenvalue of $Q_i$ refers as $\lambda_{\min}(Q_i)$, $i$ is the the $i$-th subsystem.

Let combine the vectors as follows:

$$
V_{vec}(x_i(k)) := [V_1(x_1(k)), V_2(x_2(k)), \ldots, V_N(x_N(k))]^T \\
\|x(k)\|_{vec} := [\|x_1(k)\|^2, \|x_2(k)\|^2, \ldots, \|x_N(k)\|^2]^T
$$
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\[
\begin{align*}
\|e(k)\|_v :=& \begin{bmatrix} \|e_1(k)\|^2, \|e_2(k)\|^2, \ldots, \|e_N(k)\|^2 \end{bmatrix}^T \\
\|f_i\|_v :=& \begin{bmatrix} \|f_1\|^2, \|f_2\|^2, \ldots, \|f_N\|^2 \end{bmatrix}^T \\
\|C_i\|_v :=& \begin{bmatrix} \|C_1\|^2, \|C_2\|^2, \ldots, \|C_N\|^2 \end{bmatrix}^T
\end{align*}
\]

The inequality (23) could be compactly rewritten as:
\[
\Delta V_i(x_i(k)) \leq A \|x(k)\|_v + \Gamma \|e(k)\|_v + \Psi \|f_i\|_v
\]  
(31)

Assuming the spectral radius satisfies \(r(A_{ii}^{-1}A_{ij}) < 1\) then, there is a \(\mu > 0 \in \mathbb{R}_+^n\) such that \(\mu^T A < 0\) [28]. The Lyapunov function selected as \(V(x(k)) := \mu^T V_v(x_i(k))\). Then \(\Delta V\) yields:
\[
\Delta V(x(k)) = \mu^T \Delta V_v(x_i(k)) \\
\leq \mu^T A \|x(k)\|_v + \mu^T \Gamma \|e(k)\|_v + \mu \Psi \|f_i\|_v
\]  
(32)

Assumption 4 The demand load \(f_i\) directly affects the frequency of the power generation unit [29], which is represented by the output in our model \(y = C_i x_i(k)\) as described in Section 2. So, for small \(f_i\) we assume that
\[
0 \leq f_i \leq \epsilon \Delta \omega \leq \epsilon C_i X_i(k)
\]  
(33)

where \(\epsilon\) is a positive or negative depending on the load’s type if capacitive or inductive loads.

From (33) and (33) we can rewrite (33) as:
\[
\Delta V(x(k)) \leq -L \|x(k)\|_v + J \|e(k)\|_v
\]  
(34)

where \(L := \mu^T (A + \Psi)\) and \(J := \mu^T \Gamma\) are row vectors, noticing that \(\mu^T A < 0\) and \(\Psi := \epsilon C_i \Psi\).

Since, \(l_i\) and \(j_i\) are an entry of \(L\) and \(J\) vectors. So, we rewrite (34) as follows:
\[
\Delta V(x(k)) \leq \sum_{j \in N} l_i \|x_j(k)\|^2 + \sum_{j \in N} j_i \|e_j(k)\|^2 \\
= - \sum_{j \in N} \left( l_i \|x_j(k)\|^2 - j_i \|e_j(k)\|^2 \right)
\]  
(35)

leading to asymptotic stability with \(\sigma_i < \sqrt{\frac{l_i}{j_i}}\)

4.3. Stability Analysis of a MAIPS subject to transmission delay

To achieve the asymptotic stability of the MAIPS in a normal situation with a round-robin protocol, we investigate selecting \(\sigma_i\) to deal with the error limits. However, MAIPS stability is not guaranteed if the system is experiencing transmission delays. Our aim in this part is to address the stability of MAIPS subject to transmission delay.

Theorem 3 A multi-area interconnected power system (MAIPS) consists of \(N\) area as described in (1). The static feedback controller as in (6) is applied to control the frequency of MAIPS. Also, a sampling interval \(\Delta\) satisfying Assumption 3. The MAIPS under the influence of the transmission delay with frequency and duration satisfying Assumption 2. this system is asymptotically stable if
\[
f_d + \Delta d_{max} < 1; \quad \omega_1 < 1
\]  
(36)
where

$$\omega_1; = \min \left\{ \frac{l_i - \sigma_i^2 j_i}{\lambda_{\max}(P_i) \mu_i} \right\},$$ \hspace{1cm} (37)

and $\Delta_s = N \Delta, l_i, j_i, \mu_i$, and $\sigma_i$ are as in Lemma 1.

**Proof 4** Theorem 3 proof is expressed in two main steps:

1. No delay periods. From Assumption 3, and (9) where $\sigma_i$ satisfying Lemma 1 and (35) < 0. The
Lyapunov function derivative is given as:

\[
\Delta V(x(k)) \leq -\sum_{j \in N} (l_i - j_i \sigma_i^2) \|x_i(k)\|^2
\]

\[
\leq -\sum_{j \in N} \frac{l_i - j_i \sigma_i^2}{\lambda_{\text{max}}(P_i)\mu_i} \mu_i \nu_i
\]

\[
\triangleq -\omega_1 V(x(k))
\]  

(38)

where \(\omega_1 = \min\{\frac{l_i - \sigma_i^2}{\lambda_{\text{max}}(P_i)\mu_i}\}\). So, for \(k \in [h_n + \tau_n, T_{n+1}]\) (no delay period), the Lyapunov function rewritten as:

\[
V(x(k)) \leq (1 - \omega_1)^{k-h_n-\tau_n} V(x(h_n + \tau_n))
\]  

(39)

2. During delay. Introducing \(z_m^i\) as the last attempt successfully transmitted on the channel prior to the Trans. By considering \(e_i(k)\) as mentioned previously, this leads to

\[
e_i(k) = x_i(z_m^i) - x_i(k) = x_i(h_n) - x_i(k)
\]  

(40)

and

\[
\|e_i(k)\|^2 \leq \|x_i(h_n)\|^2 + 2 \|x_i(k)\| \|x_i(h_n)\| + \|x_i(k)\|^2
\]

\[
\leq 2 \|x_i(h_n)\|^2 + 2 \|x_i(k)\|^2
\]  

(41)

for \(k \in H_n\). If \(\|e_i(k)\|^2\) for \(i \in N\), we will lead to

\[
\sum_{i \in N} \|e_i(k)\|^2 \leq 2 \sum_{i \in N} \|x_i(h_n)\|^2 + 2 \sum_{i \in N} \|x_i(k)\|^2
\]  

(42)

If \(\sum_{i \in N} \|x_i(h_n)\|^2 \leq \sum_{i \in N} \|x_i(k)\|^2\) we have that \(\sum_{i \in N} \|e_i(k)\|^2 \leq 4 \sum_{i \in N} \|x_i(h_n)\|^2\). Otherwise, we have \(\sum_{i \in N} \|e_i(k)\|^2 \leq 4 \sum_{i \in N} \|x_i(k)\|^2\).

Calling (35), we can conclude that

\[
\Delta V(x(k)) \leq \sum_{j \in N} j_i \|e_i(k)\|^2
\]  

(43)

Thus, for all \(k \in H_n\) (transmission delay interval) If \(\sum_{i \in N} \|x_i(h_n)\|^2 \leq \sum_{i \in N} \|x_i(k)\|^2\), the difference of the Lyapunov function rewritten as:

\[
\Delta V(x(k)) \leq \max\{j_i\} \sum_{j \in N} \|e_i(k)\|^2
\]

\[
\leq 4 \max\{j_i\} \sum_{j \in N} \|x_i(k)\|^2
\]

\[
\leq \frac{4 \max\{j_i\}}{\min\{\mu_i\lambda_{\text{min}}(P_i)\}} \sum_{j \in N} \mu_i V(x_i(k))
\]

\[
\triangleq \omega_2 V(x(k))
\]  

(44)

with \(\omega_2 := \frac{4 \max\{j_i\}}{\min\{\mu_i\lambda_{\text{min}}(P_i)\}}\). Also, \(\forall k \in H_n\) with \(\sum_{i \in N} \|x_i(h_n)\|^2 > \sum_{i \in N} \|x_i(k)\|^2\), one has

\[
\Delta V(x(k)) \leq \omega_2 V(x(h_n))
\]  

(45)
So, (44) and (45) implying that the Lyapunov function in the transmission delay period \( H_n \) satisfy the following equation

\[
V(x(k)) \leq (1 + \omega_2)^{k-h_n}V(x(h_n))
\]

During the transaction between stable and unstable modes, we will reflect the protocol waiting time, the Lyapunov function in this instant \( V(x(k)) \leq (1 - \omega_1)^{k-h_n-\tau_n-N\Delta}V(x(h_n + \tau_n + N\Delta)) \) for \( t \in [h_n + \tau_n + N\Delta, T_{n+1}] \) and \( V(x(k)) \leq (1 + \omega_2)^{k-h_n}V(x(h_n)) \) for \( t \in [h_n, h_n + \tau_n + N\Delta]. \)

In conclusion, the overall behavior of the closed-loop system could be treated as a switching system with two modes. So, when simple iterations are applied to the Lyapunov function in and out of the presence of the transmission delay status, we will get

\[
V(x(k)) \leq (1 - \omega_1)^{k-\kappa-(f_d+\Delta_*d_{\max})}k(1 + \omega_2)^{\kappa+(f_d+\Delta_*d_{\max})}kV(x(0))
\]

To assure the stability of the last equation, (36) is obtained easily.

**Remark 7** Theorem 3 offers a criterion to characterize the stability of the distributed system in the form of (1) with an output feedback controller in the form of (6) and in the presence of transmission delay. The transmission delay is assumed to have constrained frequency and duration as described in Assumption 2. The signals are exchanged over a communication channel with sampling interval \( \Delta \) satisfying Assumption 3.

**Remark 8** The stability of the MAIPS is affected by the sampling interval (\( \Delta \)) of the Round-robin protocol since it delimits when the overall system is able to repair communication. In the case where the bounded duration and frequency of the transmission delay subjected to the MAIPS with applying appropriate Round-robin inter-sampling time diminish the left-hand side of (36) that ensures the stability of the MAIPS. However, this is at the expense of high communication facilities.

5. Simulation

The proposed static output control scheme is evaluated through a comprehensive simulation analysis, using a standard power system model Fig. 1 as a test case. A simulation result of three scenarios is shown in this section. The model incorporates various factors that affect the dynamics of the system, such as parameter changes, modeling errors due to disturbances in load and generation, time lag, and conventional generation sources. A MATLAB software version 2020a is used to construct a large-scale power system model with different tie-line dynamics to emulate a realistic system and test the performance of the proposed controller. The interconnected power system considered in (1) comprised of three subsystems are tested with parameters listed in Table 2. The controller gain calculated using YALMIP is given by

\[
K_1 = -1.376, K_2 = -2.433, K_3 = 0.852
\]

\[
L_{12} = -4.145, \quad L_{13} = -0.5034
\]

\[
L_{21} = -0.35, \quad L_{23} = -2.96
\]

\[
L_{31} = -0.671, \quad L_{32} = 0.482
\]

A step load change of (0.1 p.u.) is applied in the three scenarios.

Figs. 3-6 show the simulation results for each case. The criteria for evaluating the performance are the frequency (\( \Delta \omega \)), the steady-state error, and the settling time.
Table 2. Areas parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Area (1)</th>
<th>Area (2)</th>
<th>Area (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_i$</td>
<td>3.5</td>
<td>4.0</td>
<td>3.75</td>
</tr>
<tr>
<td>$R_i$</td>
<td>0.03</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>$D_i$</td>
<td>2</td>
<td>2.75</td>
<td>2.4</td>
</tr>
<tr>
<td>$R_i$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$T_{CHi}$</td>
<td>50</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>$T_{Gi}$</td>
<td>40</td>
<td>25</td>
<td>32</td>
</tr>
<tr>
<td>$B_i$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

$T_{ij} = T_{i1} = T_{i2} = T_{i3} = 7.54 \quad T_{21} = T_{23} = 7.54 \quad T_{31} = T_{32} = 7.54$

5.1. Designed Controller in Nominal Situation

As can be seen from Fig. 3, the first states (frequencies) of the system in the three areas are restored to the acceptable ranges within 20 seconds under a nominal condition. Fig. 3 also demonstrates that the MAIPS is equilibrium under standard conditions with the controller gain given by (48). The controller applied can eliminate the frequency deviation whenever there is a load variation.

![Fig. 3. The output of the system in the nominal situation with the designed controller](image)

![Fig. 4. The output of the system under transmission delay using the nominal $T_s$](image)
5.2. Under Transmission Delay

In this scenario, a transmission delay was implemented on the system with the Assumption 2. In Fig. 4 the three interconnected power system is illustrated under the transmission delay characterized in section 3. The impact of a varying time delay of approximately $1 - 3$ seconds with a fixed sampling time of $T_s = 0.1\text{sec}$ is illustrated in Fig. 4. As the time delay increases, the system frequency exhibits more oscillations and becomes unstable, failing to converge to its steady state value within the acceptable range. The maximum deviation of frequency is observed to be large.

5.3. Stabilization under Transmission Delay

Figs. 5 and 6 demonstrate that the system frequency of three interconnected areas can be stabilized by the proposed controller algorithm in the presence of time delay using a modified sampling interval of $T_s = 0.01\text{sec}$. The frequency deviation, overshoot, and settling time of the three interconnected power systems under nominal transmission conditions and two different sampling periods are presented in Figs. 3 and 5. The responses of the three areas in Fig. 5, have less overshoot and settle faster than those with the nominal sampling interval. Fig. 5 shows that the proposed design can achieve system performance to balance the load and generation with the adjusted sampling period.

Using Lemma 1 and YALMIP, we found the following:

\[
P_1 = 10^{-6} \times \begin{bmatrix}
6.634 & 43.23 & -2.544 & 6049.83 \\
24.22 & 2.756 & -23.245 & -4.761 \\
-5.674 & -14.275 & 4.79 & -84.784 \\
549.80 & -4.51 & -12.73 & 8.004
\end{bmatrix},
\]

\[
P_2 = 10^{-6} \times \begin{bmatrix}
0.0538 & 2.467 & -2.035 & 60.134 \\
-2.063 & -20.618 & 2.5825 & -441.62 \\
26.423 & -2.578 & -46.2 & 7.3178
\end{bmatrix},
\]
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\[ Q_1 = 10^{-7} \begin{bmatrix} 45.023 & 54.6235 & 5.257 & 5.1677 \\ 5.6775 & 7.3609 & 6.2751 & 5.7078 \\ 6.5657 & 2.2751 & 4.0092 & 5.8730 \\ 6.1737 & 4.7348 & 1.0630 & 6.5553 \end{bmatrix}, \]


\[ Q_3 = 10^{-5} \begin{bmatrix} 45.918 & 3.6566 & 5.1118 & 6.1551 \\ 5.7346 & 7.4899 & 6.2784 & 7.2669 \\ 0.2918 & 3.2184 & 5.2896 & 9.7211 \\ 2.1556 & 3.2376 & 3.7213 & 3.4172 \end{bmatrix} \]
Then we obtain:

\[ A = 10^{-6} \times \begin{bmatrix}
0.402 & 0.546 & 0.235 \\
0.084 & 0.384 & 0.348 \\
0.170 & 0.097 & 0.656
\end{bmatrix}, \]

\[ \Gamma = 10^{-6} \times \begin{bmatrix}
0.481 & 0.284 & 0.355 \\
0.366 & 0.766 & 0.144 \\
0.367 & 0.902 & 0.886
\end{bmatrix}, \]

\[ \Psi = 10^{-8} \times \begin{bmatrix}
0.654 & 0 & 0 \\
0 & 0.557 & 0 \\
0 & 0 & 0.364
\end{bmatrix}, \]

Since the \( \sigma_1, \sigma_2 \) and \( \sigma_3 \) are (0.869), (1.002), and (0.972), respectively. the \( \sigma \), in this case, is chosen to be (0.8). Based on Assumption 3, we select the sampling interval \( \Delta = 0.25s \). From this we calculate \( \omega_1, \omega_2 \) and \( \omega_3 \) to be (3.004(10)^{4}), and (1.458), respectively. As shown in Figs. 6, the designing parameters are able to maintain the stability of the MAIPS in the presence of the DoS attack and stable the frequency to the nominal state. The DoS attack was modeled based on Theorem 3 The stability of the system under the DoS attack was ensured by the proposed controller, as demonstrated in Figs. 5 and 6. By comparing the proposed method of static output feedback with a modified sampling interval with another method \[30\] in Fig. 7 under time delay and load variations, the effectiveness of the proposed method is shown. By tuning the sampling period of the Robin communication protocol, the frequency deviation in the proposed method has a faster settling time and less overshoot than the method in Fig. 7.

6. Conclusion

This study examines novel output feedback for a cyber-physical system that includes power networks. It analyzes the stability of a round-robin communication system when faced with mixed cyberattacks and load variations. A static feedback controller with an adjusted sampling time is designed to maintain the stability of a multi-area interconnected power system (MAIPS) while minimizing the required performance function. The stability of the MAIPS is then determined when it is subjected to transmission delays, taking into account pre-established parameters for the delay’s duration and frequency. Our findings indicate that time delays can influence system stability and that choosing an appropriate sampling interval is necessary to ensure the desired stability of the system. The proposed approach’s feasibility is demonstrated through an example involving three interconnected power network areas under various scenarios.

Based on the conclusion of this study, here are some additional future suggestions and directions for research:

- Investigating the impact of multiple cyberattacks and unknown loads: The study focused on mixed cyberattacks and load variations, but did not consider the effects of multiple cyberattacks or unknown loads on system stability. Future research could explore the stability of the system under multiple simultaneous cyberattacks and how unknown loads affect system performance.

- Dynamic event-triggered output feedback: The study used a static feedback controller with an adjusted sampling time, but dynamic event-triggered output feedback may be a more effective approach for maintaining stability. Future research could investigate the use of dynamic event-triggered output feedback and compare its performance to that of the static feedback controller used in this study.

- Fault isolation in networked cyber-physical systems: The study did not examine the problem of fault isolation in networked cyber-physical systems. Future research could investigate fault
isolation techniques that can detect and isolate faults in the system, ensuring that any failures do not propagate and lead to system instability.

- Developing real-time monitoring and control techniques: As power networks become more complex and interconnected, real-time monitoring and control become increasingly important for maintaining stability. Future research could explore the development of advanced monitoring and control techniques that can detect and respond to changes in the system in real time.

- Incorporating renewable energy sources: The study did not specifically consider the impact of renewable energy sources on system stability. Future research could examine how renewable energy sources, such as solar or wind power, affect system stability and explore ways to optimize the integration of renewable energy sources into the power network.
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