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ABSTRACT

In this paper, a decentralized dynamic sliding mode control (DySMC) strategy is applied to a multivariable level control system. The time derivative of the control input of the DySMC is considered a new control variable for an augmented system which is composed of the original system and the integrator. This DySMC can transfer discontinuous terms to the first-order derivative of the control input and effectively reduce the chattering. The interactions between input/output variables are a common phenomenon and a challenging task in the design of multi-loop controllers for interacting multivariable processes. For reducing the interaction among variables, ideal decouplers are used. Independent diagonal controllers are designed for each decoupled subsystem, which is reduced to the first-order plus dead-time (FOPDT) model. A numerical simulation test has been carried out on a reactor system of the Industrial-Scale Polymerization (ISP). Experimental tests are performed to check the efficacy of the proposed controller using a laboratory-level coupled tank system. A comparison of the proposed approach and sliding mode controller (SMC) is presented. Simulation and experiment results show that the DySMC approach reduces the chattering, and compensates for the effect of the external disturbances, and parametric uncertainties.

This is an open access article under the CC-BY-SA license.

1. Introduction

Usually, processes in industries are having nonlinear dynamics and they are modeled as a linear two-input two-output (TITO) system. Designing a controller for these systems is somewhat challenging task since they involve time-delay, non-linearity, and interaction among the system variables. In presence of these above parameters, the system will not perform well [1]. Multi-loop controllers are difficult to design and tune in comparison with single-loop controllers, due to the presence of process and loop interactions. The TITO systems are having two types of composition, mainly centralized or full structure and diagonal structure or decentralized structure [2], [3]. OFF-diagonal controllers are designed to remove the interactions among variables in centralized multivariable controllers. But while designing the controller, control elements are increased because of which the tuning of controller becomes a difficult task. For designing centralized controllers different methods have been proposed [4], [5]. In these approaches, interactions among variables are reduced but the loop controllers still interact using full structure controller. Tuning in the centralized controller for individual
loops cannot be done separately because the design process is hampered or it becomes complicated. On the other hand, the decentralized controller method is simple and the design procedure involves only diagonal controllers that need to be tuned. Therefore the single-input single-output (SISO) controllers in multiple single loops is formed which are controlling multi-input multi-output (MIMO) systems [3].

A multivariable systems consists of $n$ input and $n$ output variables. It is also called as mono-variable system. In designing the multivariable system, it has two parts. Firstly to minimize the interaction among variables, decouplers are designed. This can be done by finding the diagonal elements. Controllers can be designed using decentralized method. The product of controller matrices and decouplers will be the final control system. The multivariable controller consists of decouplers and single-loop controllers. The importance of decouplers is that they eliminates the interaction.

Due to the easiest way and simple designing, PID controllers with decouplers are very much popular in process industries. For TITO processes, decentralized PID controllers are widely used with time delay. Various decouplers are reported in [6], [7]. Most of these PID controllers uses the first-order plus dead-time (FOPDT) or second-order plus dead-time (SOPDT) model, which has reduced linear structure. Using FOPDT and SOPDT models of PID controller, there is an introduction of unreliable parameters which produces larger overshoots and settling time. Against parametric uncertainty and external disturbances, the controller is not robust.

SMC a discontinuous control has many advantages such as, parametric variations, can handle the uncertainties and unknown disturbances. Chattering is the main disadvantage of SMC, as control switching occurs at high frequency with infinite duration. For practical cases, this switching is not possible due to presence of time delay in the system. It may cause damage to the actuators and final control elements [8]. System stability may not be achieved. The presence of the chattering effect generates inappropriate control laws for actuators for process application. ‘sign’ function used in designing of SMC controller, is a discontinuous component which causes the chattering [9], [10].

To remove the chattering effect two methods are reported. In first method, discontinuous control is replaced by continuous one by adding a boundary layer near the sliding variable [11], [12] using saturation function, hyperbolic function or sigmoid function [8]. Second method uses auxiliary control input into the system for eliminating chattering effect [12], [13]. Both the methods eliminates the chattering, but a finite steady state error condition may exist, due to which perfect disturbance rejection cannot be guaranteed.

To eliminate the effect of chattering using DySMC [14], [15], [16], [17], an integrator is used in front of the system. The new control variable in DySMC is a time derivative of the control input. So the overall system includes, original system and integrator. This increases the size of system. Using an integrator in DySMC controller, there is a reduction in chattering and also no boundary layer condition is used while designing. Therefore, the perfect disturbance rejection is guaranteed. DySMC overcomes the limitation of traditional SMC and provides improved accuracy. Also, it provides an improved system stability, obtaining better system performances even under external disturbances or parametric uncertainties.

This paper aims in designing a decentralized DySMC controller for the TITO system. Decoupled subsystems are formed in which ideal decouplers are used for reducing the interactions among the variables. For obtaining the desired controller, each subsystem has been reduced to FOPDT model. Frequency fitting method at two different frequencies is used for obtaining the FOPDT model of the system [18]. Each decoupled subsystem has independently designed SISO DySMC. The proposed controller solves the main SMC problem of chattering and presents a simple and easy synthesis method for the controller design and simplifying its implementation. To explore the effectiveness of the proposed controller, a numerical simulation test is carried on a reactor system of ISP. The proposed controllers performance is validated by conducting an experiment on a laboratory level control.
system. Very limited literature is available which gives the usage of DySMC for process application mainly for TITO systems. The performance of the proposed design is found to be better and robust for disturbances and uncertainties. The research contribution is to design a decentralized DySMC controller for a multivariable system having interactions among the variables. To eliminate the interactions decouplers have been designed firstly and then implemented on TITO system.

The paper is organized as follows: Section 2 gives the design procedure of decoupling. In Section 3, decentralized controller for multivariable process is discussed in brief. In Section 4, dynamic sliding mode control design is explained with stability analysis. Simulation studies are given in Section 5 to prove the performance. Section 6 presents the real-time experimentation with experimental results to validate the performance of the controller. Conclusions are provided in Section 7.

2. Decoupler Design

Decouplers are used to remove the interactions among the variables in multivariable systems. Using decouplers independent control loops can be designed. There are different decoupling methods, but linear decoupling is mostly used.

The basic block diagram if TITO system is shown in Fig. 1. The closed-loop system matrix is,

\[
\begin{bmatrix}
y_1 \\
y_2
\end{bmatrix} =
\begin{bmatrix}
G_{11} & G_{12} \\
G_{21} & G_{22}
\end{bmatrix}
\begin{bmatrix}
G_{C_1} & 0 \\
0 & G_{C_2}
\end{bmatrix}
\begin{bmatrix}
r_1 - y_1 \\
r_2 - y_2
\end{bmatrix}
\]

(1)

In Eq. (1), \(G_{12}\) and \(G_{21}\) are inter-connected with each other. To remove the interaction among them using decoupler, the controller output is transformed to matrix \(D(s)\), which contains the decoupling functions. This is done using manipulated variables given as

\[
\begin{bmatrix}
u_1 \\
v_2
\end{bmatrix} =
\begin{bmatrix}
d_{11} & d_{12} \\
d_{21} & d_{22}
\end{bmatrix}
\begin{bmatrix}
G_{C_1} & 0 \\
0 & G_{C_2}
\end{bmatrix}
\begin{bmatrix}
r_1 - y_1 \\
r_2 - y_2
\end{bmatrix}
\]

(2)

and the system Eq. (1) can be written as

\[
\begin{bmatrix}
y_1 \\
y_2
\end{bmatrix} =
\begin{bmatrix}
G_{11} & G_{12} \\
G_{21} & G_{22}
\end{bmatrix}
\begin{bmatrix}
d_{11} & d_{12} \\
d_{21} & d_{22}
\end{bmatrix}
\begin{bmatrix}
G_{C_1} & 0 \\
0 & G_{C_2}
\end{bmatrix}
\begin{bmatrix}
r_1 - y_1 \\
r_2 - y_2
\end{bmatrix}
\]

(3)

\[
= G(s)D(s)G_C(s)
\begin{bmatrix}
r_1 - y_1 \\
r_2 - y_2
\end{bmatrix}
\]

(4)

where \(G(s)D(s)G_C(s)\) should be a diagonal matrix. Therefore, \(G_0(s) = G(s)D(s)G_C(s)\). On solving Eq. (3) and Eq. (4) for \(y\):

\[
\begin{bmatrix}
y_1 \\
y_2
\end{bmatrix} = [1 + G_0]^{-1}G_0
\begin{bmatrix}
r_1 \\
r_2
\end{bmatrix}
\]

(5)
Since $G_0$ is diagonal, the matrix $[1 + G_0]^{-1}G_0$ is also diagonal. Then,

$$
\begin{bmatrix}
G_{11} & G_{12} \\
G_{21} & G_{22}
\end{bmatrix}
\begin{bmatrix}
d_{11} & d_{12} \\
d_{21} & d_{22}
\end{bmatrix} =
\begin{bmatrix}
H_1 & 0 \\
0 & H_2
\end{bmatrix}
$$

(6)

From Eq. (6), the elements of $D(s)$ can be found as

$$
d_{11} = \frac{G_{22}H_1}{G_{11}G_{22} - G_{12}G_{21}}
$$

(7)

$$
d_{22} = \frac{G_{22}H_2}{G_{11}G_{22} - G_{12}G_{21}}
$$

(8)

$$
d_{12} = \frac{-G_{12}d_{22}}{G_{11}}
$$

(9)

$$
d_{21} = \frac{-G_{21}d_{11}}{G_{22}}
$$

(10)

By assuming

$$
H_1 = \frac{G_{11}G_{22} - G_{12}G_{21}}{G_{22}}
$$

$$
H_2 = \frac{G_{11}G_{22} - G_{12}G_{21}}{G_{11}}
$$

(11)

To eliminate the interactions among all loops, elements of a TITO system for decoupling matrix are determined by,

$$
d_{11} = 1
$$

(12)

$$
d_{12} = \frac{-g_{12}}{g_{11}}
$$

(13)

$$
d_{21} = \frac{-g_{21}}{g_{22}}
$$

(14)

$$
d_{22} = 1
$$

(15)

Combining the diagonal controller $K_d(s)$ with a block compensator $D(s)$, a decentralized control system is designed, in which controller manipulates the variable $u_i^*$ instead of $u_i$ as shown in Fig. 2, with this configuration the controller see the process as a set of $n$ completely independent process or with minimum interaction.

**Fig. 2.** System with decoupler and single-loop controllers
3. Decentralized Controller for Multivariable Process

Fig. 3 illustrates the generalized composition of TITO process with decoupler. Consider open-loop transfer function of TITO system as

\[
G_p(s) = \begin{bmatrix}
G_{p11}(s) & G_{p12}(s) & \cdots & G_{p1n}(s) \\
G_{p21}(s) & G_{p22}(s) & \cdots & G_{p2n}(s) \\
\vdots & \vdots & \ddots & \vdots \\
G_{pn1}(s) & G_{pn2}(s) & \cdots & G_{pnn}(s)
\end{bmatrix}
\] (16)

An ideal decoupler is,

\[
D_c(s) = \begin{bmatrix}
D_{c11}(s) & D_{c12}(s) & \cdots & D_{c1n}(s) \\
D_{c21}(s) & D_{c22}(s) & \cdots & D_{c2n}(s) \\
\vdots & \vdots & \ddots & \vdots \\
D_{cn1}(s) & D_{cn2}(s) & \cdots & D_{cnn}(s)
\end{bmatrix}
\] (17)

The equivalent multiloop SISO structure is,

\[
F(s) = G_p(s)D_c(s)
\] (18)

where, \( F(s) \) is a diagonal matrix represented by,

\[
F(s) = \begin{bmatrix}
F_{11}(s) & 0 & \cdots & 0 \\
0 & F_{22}(s) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & F_{nn}(s)
\end{bmatrix}
\] (19)

Decoupler in Eq. (17) can be represented as [6]

\[
D_c(s) = \text{Adj}[G_p(s)]Q(s)
\] (20)

where \( F(s) \) is a diagonal matrix. \( D_c(s) \) and \( Q(s)(q_i(s)) \) elements are obtained by removing the pole-zero, dead-time, and gain of \( i^{th} \) column of \( \text{Adj}[G_p(s)] \), which are common in that [3]. Their inverse can be incorporated in \( q_i(s) \). From Eq. (21), the dead time in \( F(s) \) is calculated by using Taylor series approximation and is given by,

\[
e^{-T_ds} \approx \frac{1}{T_ds + 1}
\] (21)

where \( T_d \) is the dead-time of the process. By Taylor’s approximation, all the delays are converted into pole form and the decoupled system in Eq. (18) can be given as

\[
F_i(s) = \frac{b_{0i}s^m + b_{1i}s^{m-1} + \cdots + b_{ni}}{s^n + a_{1i}s^{n-1} + \cdots + a_{ni}}
\] (22)

where \( m \leq n \), \( a_i \)'s and \( b_i \)'s are the coefficients of polynomial.
3.1. Model Order Reduction

Eq. (22) gives the higher-order controller design for the decoupled system. For designing DySMC, this equation should be reduced to the FOPDT model. FOPDT model for higher processes involves the parameters such as process gain, dead-time, and time constant [19]. For each decoupled subsystem, the FOPDT model is given by,

\[ G_i(s) = \frac{q_i e^{-\tau_i s}}{T_i s + 1}, \quad i = 1, 2. \]  

(23)

To find the FOPDT model for \( F_i(s) \), three parameters, \( q_i \) (gain of process), \( T_i \) (time constant) and \( \tau_i \) (dead time) in Eq. (23), are unknown and have to be found out. Using frequency response fitting method at two points, \( \omega = 0 \) and \( \omega = \omega_{ci} \), where, \( \omega_{ci} \) is the phase crossover frequency [18], the FOPDT model parameters can be determined. On solving for two frequencies,

\[ G_i(0) = F_i(0) \]
\[ |G_i(j\omega_{ci})| = |F_i(j\omega_{ci})| \]
\[ \angle G_i(j\omega_{ci}) = \angle F_i(j\omega_{ci}) \]  

(24)

FOPDT model parameters are given by [7],

\[ Q_i = F_i(0) \]
\[ T_i = \sqrt{Q_i^2 - |F_i(j\omega_{ci})|^2 / \omega_{ci}^2} \]
\[ \tau_i = \frac{\pi + \tan^{-1}(-\omega_{ci}T_i)}{\omega_{ci}T_i} \]  

(25)

4. Dynamic Sliding Mode Controller (DySMC)

In order to eliminate the chattering effect by the dynamic sliding mode approach, the switching function of the normal sliding mode is transformed to new switching function. This new function may be relatively first-order or higher-order derivative. The discontinuous terms are shifted to first or higher-order derivative in the control input [20], [21], [22]. DySMC synthesis has received attention in recent years whereby introducing extra dynamics into a sliding surface which helps to solve the difficulties in practice. DySMC controller as the conventional sliding mode control (SMC) has two components: a continuous part (sliding mode) and a discontinuous part (or reaching mode) [20], [21], [23], [24].

\[ \dot{u}_{DySMC}(t) = \dot{u}_c(t) + \dot{u}_d(t) \]  

(26)

Integrating the discontinuous part of the controller, the DySMC attenuates the effect of the chattering and improves the system’s reaching phase time as

\[ \dot{u}_d(t) = k_D \text{sgn}(s(t)) \]  

(27)

Consider a process model of uncertain system given as [21], [25],

\[ x_1(t) = x_2(t) \]
\[ x_2(t) = p(x, t) + q(x, t)u(t) + \Delta p(x, t) + \Delta q(x, t)u(t) + \delta(x, t) \]
\[ y(t) = x_1(t) \]  

(28)
where $x_1(t)$ and $x_2(t)$ are the state variables. $x(t)$ is the state vector, $y(t)$ is the system output, $u(t)$ is the control input, $p(x,t), q(x,t)$ are known system functions, $\Delta p(x,t), \Delta q(x,t)$ are uncertainties in $p(x,t), q(x,t)$ and $\delta(x,t)$ is an external disturbance.

System uncertainties $\Delta p(x,t), \Delta q(x,t)$ and disturbance $\delta(x,t)$ satisfies the following matching conditions [26], [27],

$$\Delta p(x,t) + \Delta q(x,t) + \delta(x,t) = q(x,t)d(x,t) \quad (29)$$

Where $d(x,t)$ represents uncertainties in estimated plant parameters.

Eq. (28) can be rewritten as

$$\dot{x}_1(t) = x_2(t)$$
$$\dot{x}_2(t) = p(x,t) + q(x,t)u(t) + d(x,t)$$
$$y(t) = x_1(t) \quad (30)$$

In designing of DySMC, $e(t)$ [28], [29] is tracking error and $s(t)$ is sliding surface are given by,

$$e(t) = y(t) - y_d(t)$$
$$s(t) = ce(t) + \dot{e}(t) \quad (31)$$

Where $y_d(t)$ and $c$ are desired output and positive real constant respectively.

$$\dot{s}(t) = p(x,t) + q(x,t)u(t) + d(x,t) - \ddot{y}_d + c\dot{e}(t) \quad (32)$$

Construct the new dynamic changing surface as

$$\sigma(t) = \dot{s}(t) + \lambda s(t) \quad (33)$$

Where $\lambda > 0$, when $\sigma(t) = 0$, $\dot{s}(t) + \lambda s(t) = 0$ is a asymptotically stable, therefore $e(t) \to 0$ and $\dot{e}(t) \to 0$.

Rewriting Eq. (32) and Eq. (33) as

$$\sigma(t) = \dot{s}(t) + \lambda s(t)$$
$$= p(x,t) + q(x,t)u + d(x,t) - \ddot{y}_d + c\dot{e} + \lambda s(t)$$

The dynamic controller is selected as

$$\dot{u}(t) = \frac{1}{q(x,t)} (-\dot{p}(x,t) + (c + \lambda)\dot{y}_d + \ddot{y}_d - (\dot{q}(x,t) + cq(x,t) + \lambda q(x,t)u) - (c + \lambda)p(x,t) - \lambda c\dot{e} - \rho \text{sgn}(\sigma)) \quad (34)$$

Where, $\rho > 0$.

4.1. Stability Analysis

A Lyapunov function is considered for stability analysis and given as [30]

$$V(t) = \frac{1}{2} \sigma^2(t) \quad (35)$$

Assumptions is $V(t) > 0$. The derivative of $V$ is calculated as

$$\dot{V}(t) = \sigma(t)\dot{\sigma}(t) \quad (36)$$
Eq. (34) yields,
\[ \dot{\sigma}(t) = \dot{d}(t) + (c + \lambda)d(x, t) - \rho \text{sgn}(\sigma(t)) \]  

(37)

Therefore, Eq. (36) and Eq. (37) gives,
\[ \sigma(t)\dot{\sigma}(t) = \sigma(t)(\dot{d}(x, t) + (c + \lambda)d(t)) - \rho|\sigma(t)| \]  

(38)

For achieving the stability condition \( \sigma \dot{\sigma} \) should be negative definite and also it depends on the selection of \( \rho, c \) and \( \lambda \) which is given by,
\[ (\dot{d}(x, t) + (c + \lambda)d(x, t))\sigma - \rho|\sigma| < 0 \]  

(39)

where \( \rho, c \) and \( \lambda \) are the tuning parameters. Eq. (39) gives the stability condition. For the system to be stable, this condition should be satisfied.

5. Simulation Example

Industrial-scale polymerization (ISP) of a reactor, an example is taken for the simulation study. To check the efficacy of the proposed controller it is compared with conventional SMC. The transfer function of ISP is [31],
\[
G_p(s) = \begin{bmatrix}
22.89 & -11.64 \\
(4.572s + 1) & (1.807s + 1) \\
4.689 & 5.8 \\
(2.174s + 1) & (1.801s + 1) \\
\end{bmatrix} e^{-0.2s} \nonumber
\]

From Eq. (22), decoupler can be given as [32]
\[
D_c(s) = \begin{bmatrix}
5.80 & 11.64 \\
(1.801s + 1) & (1.807s + 1) \\
-4.689 & 22.89 \\
2.174s + 1 & 4.572s + 1 \\
\end{bmatrix} e^{-0.2s} \nonumber
\]

The decoupled subsystems can be computed by,
\[
F(s) = G_p(s)D_c(s) \\
F_{11}(s) = \frac{132.762}{(4.572s + 1)(1.801s + 1)(0.4s + 1)} + \frac{54.58}{(1.807s + 1)(2.174s + 1)(0.4s + 1)} \]  

(40)

\[
F_{12}(s) = F_{21}(s) = 0 \]

and
\[
F_{22}(s) = \frac{132.762}{(4.572s + 1)(1.801s + 1)(0.4s + 1)} + \frac{54.58}{(1.807s + 1)(2.174s + 1)(0.4s + 1)} \]  

(41)

Here, \( F_{11}(s) = F_{22}(s) \), therefore subsystems will have same the controller. FOPDT model for the above system in reduced form is,
\[
G_{FOPDT} = \frac{187.3}{12.35s + 1}e^{-1.05s} \]  

(42)
For decentralized control composition, two DySMC are decoupled together with the plant model. The controller has two control inputs \( u_1 \) and \( u_2 \). The setpoints are given by \( r_1, r_2 \), and the plant outputs are taken as \( y_1, y_2 \). Two independent DySMC can be obtained using the above configuration with minimum interactions. Therefore the state space models obtained for DySMC are

\[
\begin{align*}
\dot{y}_1(t) &= -0.0771\dot{y}_1(t) - 1.0334y_1(t) + 0.0006423a_1(t) + d_1(x, t) \\
\dot{y}_2(t) &= -0.0771\dot{y}_2(t) - 1.0334y_2(t) + 0.0005418a_2(t) + d_2(x, t)
\end{align*}
\] (43) (44)

where \( d_1(x, t) \) and \( d_2(x, t) \) are uncertain and external disturbance in the process. By using Eq. (34) control inputs \( u_1 \) and \( u_2 \) are given from Eq. (43) and Eq. (44) as

\[
\begin{align*}
u_1(t) &= \frac{1}{q_1(x, t)}(-\dot{p}_1(x, t) + (c_1 + \lambda_1)\dot{y}_1 + \ddot{y}_1 - (\dot{q}_1(x, t) + c_1q_1(x, t) + \lambda_1q_1(x, t)u_1) - (c_1 + \lambda_1)p_1(x, t) - \lambda_1c_1\dot{e}_1 - \rho_1\text{sgn}(\sigma_1)) \\
\nu_2(t) &= \frac{1}{q_2(x, t)}(-\dot{p}_2(x, t) + (c_2 + \lambda_2)\dot{y}_2 + \ddot{y}_2 - (\dot{q}_2(x, t) + c_2q_2(x, t) + \lambda_2q_2(x, t)u_2) - (c_2 + \lambda_1)p_2(x, t) - \lambda_1c_2\dot{e}_2 - \rho_2\text{sgn}(\sigma_2))
\end{align*}
\] (45) (46)

Also,

\[
\begin{align*}
e_1(t) &= y_1 - y_{d1} \\
s_1(t) &= c_1e_1 + \dot{e}_1(t) \\
\sigma_1(t) &= \lambda_1s_1(t) + \dot{s}_1(t)
\end{align*}
\]

For simulation studies the values of the constants are selected as, \( c_1 = 5, \lambda_1=15, \rho_1 = 25 \). Disturbance are added as, \( d_1(x, t) = 1 \), for \( 800 \leq t \leq 820 \) and \( d_2(x, t) = 1 \), for \( 1500 \leq t \leq 1520 \).

\[
\begin{align*}
u_2(t) &= \frac{1}{q_2(x, t)}(-\dot{p}_2(x, t) + (c_2 + \lambda_2)\dot{y}_2 + \ddot{y}_2 - (\dot{q}_2(x, t) + c_2q_2(x, t) + \lambda_2q_2(x, t)u_2) - (c_2 + \lambda_1)p_2(x, t) - \lambda_1c_2\dot{e}_2 - \rho_2\text{sgn}(\sigma_2))
\end{align*}
\] (46)

Also,

\[
\begin{align*}
e_2(t) &= y_2 - y_{d2} \\
s_2 &= c_2e_2 + \dot{e}_2 \\
\sigma_2 &= \lambda_2s_2 + \dot{s}_2
\end{align*}
\]

For simulation studies the values of the constants are to be: \( c_2 = 5, \lambda_2=15, \rho_1 = 31 \). Disturbance are added as, \( d_1(x, t) = 1 \), for \( 800 \leq t \leq 820 \) and \( d_2(x, t) = 1 \), for \( 1500 \leq t \leq 1520 \).

5.1. Multi-level Setpoint Test

MATLAB/ Simulink platform is used for carrying out the numerical simulation. Fig. 4 and Fig. 5 show the nominal response and the control efforts for Tank-1. Similarly Fig. 6 and Fig. 7 show the responses for Tank-2. Fig. 8 shows the output response of Tank-1 when the reference signal is changed from 40% to 50% for 600 seconds to 1000 seconds and 40% to 34% from 1400 seconds to 1700 seconds. Fig. 9 indicates the controller efforts of Tank-1 for setpoint change. Similarly Fig. 10 and Fig. 11 gives the estimated response as well as control efforts for Tank-2 for multi-level setpoint change. Summary of simulation results in tabulated in Table 1 in which time domain specifications such as, \( T_s \): settling time, \( T_r \): rise time and \%\( M_p \): peak overshoot are considered for comparison purpose without parametric uncertainty. Table 2 gives the comparison of performance indices such as, \( IAE \): Integral absolute error, \( ISE \): Integral squared error, \( ISTAE \): Integral squared timed-absolute error and \( ISECE \): Integral squared error and control error without parametric uncertainty.
Table 1. Summary of time domain specifications without parametric uncertainty

<table>
<thead>
<tr>
<th>Controller</th>
<th>Input $(u)$</th>
<th>Output $(y)$</th>
<th>$T_s$</th>
<th>$T_r$</th>
<th>$%M_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DySMC</td>
<td>$u_1 - y_1$</td>
<td></td>
<td>53.97</td>
<td>4.44</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$u_2 - y_2$</td>
<td></td>
<td>58.8</td>
<td>4.78</td>
<td>0</td>
</tr>
<tr>
<td>SMC</td>
<td>$u_1 - y_1$</td>
<td></td>
<td>58.8</td>
<td>4.78</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$u_2 - y_2$</td>
<td></td>
<td>58.8</td>
<td>4.78</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2. Summary of error performance indices without parametric uncertainty

<table>
<thead>
<tr>
<th>Controller</th>
<th>Input $(u)$</th>
<th>Output $(y)$</th>
<th>Error indices</th>
<th>IAE</th>
<th>ISE</th>
<th>ISTAE</th>
<th>ISECE</th>
<th>ISECE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DySMC</td>
<td>$u_1 - y_1$</td>
<td></td>
<td></td>
<td>26.54</td>
<td>41.28</td>
<td>138.64</td>
<td>93.26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$u_2 - y_2$</td>
<td></td>
<td></td>
<td>30.12</td>
<td>43.17</td>
<td>181.72</td>
<td>107.83</td>
<td></td>
</tr>
<tr>
<td>SMC</td>
<td>$u_1 - y_1$</td>
<td></td>
<td></td>
<td>29.75</td>
<td>43.78</td>
<td>252.34</td>
<td>98.37</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$u_2 - y_2$</td>
<td></td>
<td></td>
<td>34.45</td>
<td>45.67</td>
<td>283.36</td>
<td>102.56</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4. Output response, $y_1$

Fig. 5. Controller efforts, $u_1$
Fig. 6. Output response, $y_2$

Fig. 7. Controller efforts, $u_2$

Fig. 8. Output response, $y_1$ for setpoint change, disturbance and under 20% parametric uncertainty
5.2. Robustness Test

To assess the performance under parametric deviations, 20% uncertainty is introduced into the system gains, the time constant and delay-time. Fig. 8, Fig. 9, Fig. 10 and Fig. 11 shows the
output and control signals for proposed method and the SMC for both the tanks. Table 3 gives the summary of time-domain specifications with parametric uncertainty and Table 4 gives the summary of performance indices with parametric uncertainty.

### Table 3. Summary of time domain specifications with parametric uncertainty

<table>
<thead>
<tr>
<th>Controller</th>
<th>Input $(u)$</th>
<th>Output $(y)$</th>
<th>Error indices $T_s, T_r, %M_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DySMC</td>
<td>$u_1 - y_1$</td>
<td>54.16</td>
<td>5.41</td>
</tr>
<tr>
<td></td>
<td>$u_2 - y_2$</td>
<td>60.31</td>
<td>5.87</td>
</tr>
<tr>
<td>SMC</td>
<td>$u_1 - y_1$</td>
<td>90.45</td>
<td>6.58</td>
</tr>
<tr>
<td></td>
<td>$u_2 - y_2$</td>
<td>104.07</td>
<td>7.03</td>
</tr>
</tbody>
</table>

### Table 4. Summary of error performance indices with parametric uncertainty

<table>
<thead>
<tr>
<th>Controller</th>
<th>Input $(u)$</th>
<th>Output $(y)$</th>
<th>Error indices $IAE, ISE, ISTAE, ISECE$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DySMC</td>
<td>$u_1 - y_1$</td>
<td>27.27</td>
<td>42.57, 142.12, 95.34</td>
</tr>
<tr>
<td></td>
<td>$u_2 - y_2$</td>
<td>32.69</td>
<td>43.88, 194.49, 106.22</td>
</tr>
<tr>
<td>SMC</td>
<td>$u_1 - y_1$</td>
<td>33.72</td>
<td>46.55, 243.28, 103.41</td>
</tr>
<tr>
<td></td>
<td>$u_2 - y_2$</td>
<td>37.83</td>
<td>48.29, 301.82, 108.63</td>
</tr>
</tbody>
</table>

6. **Real-time Experimentation**

Experimental tests are conducted on a nonlinear coupled tank level system to check the applicability and efficiency of the proposed method. Fig. 12 shows laboratory experimental setup. An adjustable valve ($V_1$) is used to have interlinked between the coupled tank. Control valves $V_2$ and $V_3$ are provided at the bottom. Level transmitter (LT) have $4 – 20mA$ supply output which corresponds to $0 – 100\%$ level for each tank [33].

![Laboratory setup](image)

For providing flow in each tank, a motor (230v, 50Hz) drives the pump having positive displacement. DAQ card, PCI 6014E, and BNC 2120 connector are used for interfacing the system with personnel computer. Through current to voltage converter, LT is connected to analog input channel BNC 2120. For variable frequency drive (VFD), the controller signal $0 – 5V$ is converted to $4 – 20mA$; through BNC 2120 analog output channel. Using MATLAB/ Simulink, the controller algorithm is implemented. By using the system identification method [3], the transfer function is,
\[ G_p(s) = \begin{bmatrix} 0.43 \, e^{-5s} & 0.145 \, e^{-10s} \\ 0.172 \, e^{-10s} & 0.37 \, e^{-5s} \\ \\ \\ 0.145 \, e^{-5s} & 0.172 \, e^{-5s} \end{bmatrix} \] (47)

From Eq. (20), decoupler is given by [32],

\[ \text{Adj}[G_p(s)] = \begin{bmatrix} 0.37 \, e^{-5s} & -0.172 \, e^{-10s} \\ -0.145 \, e^{-10s} & 0.43 \, e^{-5s} \\ \\ \\ 0.145 \, e^{5s} & 0 \\ 0 & e^{5s} \end{bmatrix} \]

\[ D(s) = \begin{bmatrix} 2.55 \\ -1 \\ 0.172 \, e^{-5s} \end{bmatrix} \]

\[ D_e(s) = \begin{bmatrix} 2.55 \\ -1 \\ 0.172 \, e^{-5s} \end{bmatrix} \] (48)

From Eq. (20), the decoupled systems with the delay approximation gives [34],

\[ F_{11}(s) = \frac{1.09649}{(27s + 1)(29s + 1)(5s + 1)} - \frac{0.172}{35s + 1} \]

\[ F_{12}(s) = F_{21}(s) = 0, \]

and

\[ F_{22}(s) = \frac{0.925}{(27s + 1)(29s + 1)(5s + 1)} - \frac{0.145}{35s + 1} \] (50)

where, \( F_{11}(s) \) and \( F_{22}(s) \) are of higher orders, therefore they are limited to FOPDT using Eq. (23). From Eq. (24) they can be brought into the form as [34]

\[ G_{p11_{FOPDT}} = \frac{0.9245}{113.2s + 1} \, e^{-12.7s} \] (51)

\[ G_{p22_{FOPDT}} = \frac{0.78}{113.2s + 1} \, e^{-12.7s} \] (52)

In the design of DySMC, transfer functions are transformed into state space model as

\[ \ddot{y}_1(t) = -0.000701y_1(t) - 0.0967\dot{y}_1(t) + u_1(t) \]

\[ \ddot{y}_2(t) = -0.000654y_2(t) - 0.083\dot{y}_2(t) + u_2(t) \] (53)

Control signals \( u_1(t) \) and \( u_2(t) \) are given by Eq. (45) and Eq. (46). The control signals are applied to the plant through a decoupler. Consider the FOPDT and decoupled system from Eq. (51) and Eq. (52), the gain margin and phase margin are \( GM > 2.49(8db) \) and \( PM > 59.98^0 \). The constants in control law of Eq. (45) and Eq. (46) for the real-time experimentation are taken as: \( c_1=0.8532, \lambda_1=5.4310, \rho_1=0.046, c_2=0.54976, \lambda_2=4.417 \) and \( \rho_2 = 0.105 \).
6.1. Experimental Results

In this section a reference change, external disturbance, and parametric uncertainty tests are performed on the laboratory coupled tank level process. The aim of control is to maintain a desired level at the setpoint. In this work, the experimental results are performed on Matlab-2009b software on an Intel core2duo PC, using the ODE4 (Runge-Kutta) solver method with the sampling time of $T=0.1$ (sec).

6.1.1 Multi-level Setpoint Test

Fig. 13 and Fig. 14 show the nominal response and the controller efforts for Tank-1 without changing the reference input. Similarly, Fig. 15 and Fig. 16 show the responses for Tank-2. Fig. 17 show the output response of Tank-1 when the reference signal is changed from 40% to 50% for 600 seconds to 1000 seconds and 40% to 34% from 1400 seconds to 1700 seconds. Fig. 18 gives the controller efforts of Tank-1 for setpoint change. Similarly Fig. 19 and Fig. 20, output response and controller efforts for Tank-2 for reference change. The summary of the experimental results is tabulated in Table 5.
Fig. 15. Output response, $y_2$ for Tank-2

Fig. 16. Controller efforts, $u_2(t)$ for Tank-2

Fig. 17. Output response, $y_1$ for setpoint change and disturbance
Fig. 18. Controller efforts $u_1(t)$ for setpoint change and disturbance

Fig. 19. Output response $y_2(t)$ for setpoint change and disturbance

Fig. 20. Controller efforts $u_2(t)$ for setpoint change and disturbance
6.1.2 Robustness Test

Fig. 17 and Fig. 18 shows the output response with controller efforts when the external disturbance is added at 800 seconds for 20 seconds and 1500 seconds for 20 seconds for Tank-1. Similarly, Fig. 19 and Fig. 20 shows the output response and the controller efforts for Tank-2 with external disturbance. 20% parametric uncertainty is considered in the plant model for checking the robustness of the proposed controller.

Table 5. Summary of the experimental results: $T_s$, $T_r$, $\%M_p$, $IAE$, $ISE$, $ISTAE$ and $ISECE$

<table>
<thead>
<tr>
<th>Controller</th>
<th>Input $(u)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Output $(y)$</td>
</tr>
<tr>
<td>DySMC</td>
<td>$u_1 - y_1$</td>
</tr>
<tr>
<td></td>
<td>$u_2 - y_2$</td>
</tr>
<tr>
<td>SMC</td>
<td>$u_1 - y_1$</td>
</tr>
<tr>
<td></td>
<td>$u_2 - y_2$</td>
</tr>
</tbody>
</table>

7. Conclusion

In this paper, DySMC design method for TITO system is explained with numerical simulation and validation is done by performing a real-time experiment on laboratory level system. Employing an ideal decoupler, the interactions are reduced. DySMC controllers are designed independently for each subsystems. In each case the FOPDT model is used. Simulation results show that the proposed controller has achieved a better performance in comparison with traditional SMC against disturbance, setpoint change, and parametric uncertainty. From the experimental study, the proposed controller handles the setpoint change and external disturbances effectively than the conventional one. The proposed approach can reduce chattering effect caused due to the discontinuous component in SMC. The controller response is soft. Since the chattering is eliminated by the proposed controller, the wear and tear of final control elements are also reduced. The procedure for tuning the controller and the parameters taken are tedious and time consuming. Optimization techniques can be used for finding these parameters. Various multi-objective optimization techniques such as NSGA, NSGA-II, NSGA-III, JAYA algorithm etc, can be deployed to choose these tuning parameters, which can improve the performance of the system.
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