A Comparative Study of Nonlinear Control Schemes for Induction Motor Operation Improvement

Yassine Zahraoui a,1,∗, Mohamed Akherraz a,2, Alfian Ma’arif b,3

a Mohammed 5 University, Mohammadia School of Engineering, Rabat, Morocco
b Universitas Ahmad Dahlan, Yogyakarta, Indonesia

1 zahraoui.yassin@gmail.com; 2 akherraz@emi.ac.ma; 3 alfian.maarif@te.uad.ac.id

∗ Corresponding Author

ARTICLE INFO

Article History
Received November 30, 2021
Revised December 15, 2021
Accepted December 20, 2021

Keywords
Induction Motor Drive;
Nonlinear Control;
Integral Backstepping Approach;
Sliding Mode Theory;
Extended Kalman Filter

ABSTRACT

In the objective of improving the performance of induction motor operation and ensuring a robust control against different uncertainties and external disturbances, especially at low-speed regions, this research highlights the main features of two nonlinear control techniques. First, the control design is based on the backstepping approach (BSA) with integral action, and then the sliding mode control (SMC) theory. The BSA principle is to define successive causal relations in order to construct the control law in a recursive and systematic way. This allows overcoming the obstacle of the higher-order system’s dimension. SMC is designed to drive and then constrain the system state to lie within a neighborhood of the switching surface, this provides very strong and inherent robustness to the resulting controllers. The main reason behind developing the nonlinear control techniques is to ensure a decoupled control of the machine. Besides, it guarantees the stability of the overall system by tracking the speed reference with the fewest static error. Moreover, as the sensorless control increases the reliability and decreases the cost of the control system, an extended Kalman filter is implemented to improve speed and flux observation. The simulations of all the discussed results have been obtained by MATLAB/Simulink.

This is an open access article under the CC-BY-SA license.

1. Introduction

Nowadays, AC machines have replaced DC machines in industrial applications because of their advantages, such as, the reliability and the lack of commutator and brushes which make them able to work under unfriendly conditions. The most popular AC machines are induction motors (IMs) and permanent magnet synchronous motors (PMSMs). They are used in various industrial applications, electric vehicles, and drives. The squirrel-cage induction motor drive, in particular, is widely used due to its reduced cost and lower maintenance requirement [1].

Most physical systems are by nature non-linear and multivariate, they have inherently interconnected non-linearity in their internal dynamics, particularly the induction motor drives. They have control problems in speed adjustable contrary to the DC motor due to some reasons: the high order of internally coupled non-linearity, some state variables are not directly measurable, parameters variation because of environmental effects, and external load perturbations during its operation. The use of conventional approaches such as the proportional-integral-differential (PID) controllers to under-
stand the behavior of those systems by analytical techniques can be inadequate [2][3]. Even at the initial stages of establishing the mathematical model, the existence of discrepancies between the real and the developed model for control design is so potential. This has led to an intense interest in the development of the so-called nonlinear control theory which seeks to solve this problem [4].

Among the most important developed non-linear control strategies in the last few decades: the backstepping approach (BSA) and the sliding mode theory (SMC). BSA is a non-linear control approach used to transform a non-linear system into an equivalent linear one, then the possibility of applying a conventional controller design. This algorithm provides good behavior in steady and dynamic states. In addition, it offers also an exact decoupling between the system variables [5][6]. The application of the aforementioned non-linear techniques for the improvement of basic electrical drive control strategies like vector control has been presented in several works. The combining of BSA and vector control has been done by Krstic, Kanellakopoulos, and Kokotovic for high performance. In [7] similar modified strategies are applied to SVM-FOC controlled drive. SMC is a particular type of variable structure control (VSC). The first concepts of SMC appeared in Russian literature (The former Soviet Union) in the 1950s and were developed by Emelyanov in the 1960s. Later, Utkin has written an English summary of papers on sliding mode control. The main features of this approach are the dynamic behavior of the system which may be tailored by a particular choice of the switching function. Furthermore, the structure is independent of the object parameters which makes the closed-loop response becomes totally insensitive to a particular class of uncertainty in the system, this provides very strong and inherent robustness to the resulting controllers [8]. These techniques are applied for the direct torque control (DTC) schemes as for vector control (FOC). DTC offers an excellent torque response using fewer model parameters than FOC. Due to its simplicity and very fast response, it can be so applicable for high-performance drive applications [9][10][11][12].

Kalman filter can overcome the non-linear state observation by using a linearized approximation, where, the stochastic continuous-time system must be expressed in the discrete form in order to fit with the structure of extended Kalman filter (EKF) [13]. The process of observation of the EKF is given in two stages, prediction and filtering. The prediction stage is aimed to obtain the next predicted states and predicted state-error covariance, while in the filtering stage, the next estimated states are obtained as the sum of the next predicted states and a correction term [14]. However, the high degree of complexity of the EKF structure and the high system orders cause higher computational requirements. Thus, additional challenges and problems are introduced, such as the reduction of dynamic performance and the increase of harmonics. Nevertheless, the development of new processors technology (DSPs and FPGAs) solves this problem due to the powerful calculation processing [15].

2. Induction Motor Mathematical Model

The state-space mathematical model of a three-phase squirrel-cage induction motor drive in $d$-$q$ reference frame is given by [16][17]:

$$\begin{align*}
\dot{X} &= AX + BU \\
Y &= CX
\end{align*}$$

Where $X$, $U$ and $Y$ are the state, the input, and the output vectors respectively:

$$
X = \begin{bmatrix} i_{ds} & i_{qs} & \phi_{d} & \phi_{q} \end{bmatrix}^T; U = \begin{bmatrix} u_{ds} & u_{qs} \end{bmatrix}^T; Y = \begin{bmatrix} i_{ds} & i_{qs} \end{bmatrix}^T
$$

$$
A = \begin{bmatrix}
-\lambda & 0 & K & K \omega_r \\
0 & -\lambda & -K \omega_r & K \omega_r \\
0 & 0 & \frac{L_m}{T_r} & 0 \\
0 & 0 & \frac{L_m}{T_r} & -\omega_r \\
\end{bmatrix}; B = \begin{bmatrix}
\frac{1}{\sigma L_s} & 0 \\
0 & \frac{1}{\sigma L_s} \\
0 & 0 \\
0 & 0
\end{bmatrix}; C = \begin{bmatrix} 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}
$$
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The electromechanical power is written as:

\[
P_e = \frac{M}{\pi T_r} (\phi_r i_{qs} - \phi_r i_{ds}) \Omega_r
\]

(2)

The electromagnetic torque is obtained by dividing the electromechanical power \( P_e \) by \( \Omega_r \), hence:

\[
T_e = \frac{M}{\pi T_r} (\phi_r i_{qs} - \phi_r i_{ds})
\]

(3)

The rotor motion is expressed by:

\[
J \frac{d\Omega_r}{dt} = T_e - T_L - f \Omega_r
\]

(4)

Where \( J \) is the motor inertia, \( T_L \) is the load torque, and \( f \) is the friction coefficient. Fig. 1 shows the induction motor state-space mathematical model.

3. Backstepping Control Approach

This control method proposes a recursive and systematic synthesis method destined to the nonlinear system classes that have a parametric form. At the first step, the first virtual command is calculated from the tracking error, which will be used in the second stage as a reference signal for the next state. This operation is repeated until reaching the \( n^{th} \) stage that allows generating the command that will be applied to the system [18]. Fig. 2 shows the backstepping approach control strategy.

3.1. Application to Induction Motor Control

The backstepping basic idea is to recursively choose some appropriate state functions as virtual command outputs for first-order subsystems of the global system. This implicates that the backstepping application is divided into many steps. In each step, an extended Lyapunov function is associated with the goal to guarantee the whole system’s stability [19].

Step 1: In this step, the speed and the rotor flux are a regulation variables, the regulation errors \( e_1 \) and \( e_2 \) are:

\[
e_1 = \Omega^r - \Omega_r
\]

(5)

\[
e_2 = \phi_r - \hat{\phi}_r
\]

(6)

The errors dynamics are given by:

\[
\dot{e}_1 = \Omega^r - \eta \phi_r i_{qs} + \frac{T_i}{J} + \frac{f}{J} \Omega_r
\]

(7)

\[
\dot{e}_2 = \phi_r + \frac{1}{T_r} \phi_r - \frac{M}{T_r} i_{ds}
\]

(8)

Fig. 1. Input, state, and output vector of induction motor
The objective now is to converge the two errors to zero, $i_{ds}$ and $i_{qs}$ are then chosen as a virtual commands for the systems (7) and (8). For that reason, the next candidate Lyapunov function is chosen as:

$$V_1 = \frac{1}{2} [e_1^2 + e_2^2]$$  \hspace{1cm} (9)

Its derivative is:

$$\dot{V}_1 = -k_1 e_1^2 - k_2 e_2^2 + e_1[k_1 e_1 + \dot{\Omega}_r + \eta \phi_r i_{qs} + \frac{T_I}{J} + \frac{f}{J} \Omega_r] + e_2[k_2 e_2 + \dot{\phi}_r + \frac{1}{T_r} \phi_r - \frac{M}{T_r} i_{ds}]$$  \hspace{1cm} (10)

Where $k_1$ and $k_2$ are positive constants. In order that the Lyapunov function derivative $\dot{V}_1$ be negative, the virtual commands that represent the stabilization functions can be chosen as follow:

$$i_{ds}^* = \frac{T_r}{M} [k_2 e_2 + \dot{\phi}_r + \frac{1}{T_r} \phi_r]$$  \hspace{1cm} (11)

$$i_{qs}^* = \frac{1}{\eta \phi_r} [k_1 e_1 + \dot{\Omega}_r + \frac{T_I}{J} + \frac{f}{J} \Omega_r]$$  \hspace{1cm} (12)

We then get:

$$\dot{V}_1 = -k_1 e_1^2 - k_2 e_2^2 \leq 0$$  \hspace{1cm} (13)

The virtual commands in (11) and (12) are chosen to satisfy the tracking objectives and are also considered as references for the next step.

**Step 2:** By defining the currents $i_{ds}$ and $i_{qs}$ as the new regulation objectives considered as virtual commands for this step [20], the new regulation errors $e_3$ and $e_4$ will be defined as:

$$e_4 = i_{ds}^* - i_{ds} = \frac{T_r}{M} [k_2 e_2 + \dot{\phi}_r + \frac{1}{T_r} \phi_r] - i_{ds}$$  \hspace{1cm} (14)

$$e_3 = i_{qs}^* - i_{qs} = \frac{1}{\eta \phi_r} [k_1 e_1 + \dot{\Omega}_r + \frac{T_I}{J} + \frac{f}{J} \Omega_r] - i_{qs}$$  \hspace{1cm} (15)

As consequence, the errors dynamics (7) and (8) can be expressed as:

$$\dot{e}_1 = -k_1 e_1 + \eta \phi_d e_3$$  \hspace{1cm} (16)

$$\dot{e}_2 = -k_2 e_2 + \frac{M}{T_r} e_4$$  \hspace{1cm} (17)
Also, the errors dynamics are given as:

\[
\dot{e}_3 = i_{qs}^* - i_{qs} = i_{qs}^* - \Psi_1 - \frac{1}{\sigma L_s} v_{qs}
\]

\[
\dot{e}_4 = i_{ds}^* - i_{ds} = i_{ds}^* - \Psi_2 - \frac{1}{\sigma L_s} v_{ds}
\]

Where:

\[
\Psi_1 = -\gamma i_{qs} - \eta \Omega_r \phi_d - p \Omega_r i_{sd} = \frac{M i_{sd} i_{qs}}{T_r \phi_d}
\]

\[
\Psi_2 = -\gamma i_{ds} + \eta T_r \phi_d + p \Omega_r i_{qs} + \frac{M i_{ds}^2}{T_r \phi_d}
\]

Let’s consider the next Lyapunov candidate function:

\[
V_1 = \frac{1}{2} [e_1^2 + e_2^2 + e_3^2 + e_4^2]
\]

Its derivative is:

\[
\dot{V}_2 = -k_1 e_1^2 - k_2 e_2^2 - k_3 e_3^2 - k_4 e_4^2 + e_3 [k_3 e_3 + \dot{i}_{qs}^* - \Psi_1 - \frac{1}{\sigma L_s} v_{qs}] + e_4 [k_4 e_4 + \dot{i}_{ds}^* - \Psi_2 - \frac{1}{\sigma L_s} v_{ds}]
\]

Proposition 1: If the speed and flux regulators which have been synthesized with the backstepping method are respectively (24) and (25), so the speed and flux will asymptotically converge to their desired values.

3.2. Integral Backstepping Approach

We define the speed tracking error as:

\[
z_1 = e_1 + \delta_1 \int e_1 dt = \Omega_\ast_r - \Omega_r + \delta_1 \int (\Omega_\ast_r - \Omega_r) dt
\]

With \(\delta_1\) a positive constant and \(\delta_1 \int e_1 dt\) is the integral action added to the backstepping command in order to ensure the convergence of the speed tracking error to zero [21]. The error dynamic is given as:

\[
\dot{z}_1 = \dot{e}_1 + \delta e_1 = \dot{\Omega}_\ast_r - \eta \phi_r i_{qs} + \frac{T_i}{J} + \frac{f}{J} \Omega_r + \delta_1 e_1
\]

Let’s consider the candidate Lyapunov function:

\[
V_1 = \frac{1}{2} z_1^2
\]

Its derivative is given as:

\[
\dot{V}_1 = -k_1 z_1^2 + z_1 [k_1 z_1 + \dot{\Omega}_\ast_r - \eta \phi_r i_{qs} + \frac{T_i}{J} + \frac{f}{J} \Omega_r + \delta_1 e_1]
\]
Basing on the backstepping method and in goal to ensure the speed tracking stability \[22\], the virtual command \(i_{qs}^*\) is given by the following equation:

\[
i_{qs}^* = \frac{1}{\eta \phi_r} \left[ k_1 z_1 + \dot{\Omega}_r^* + \frac{T_i}{J} + \frac{f}{J} \Omega_r + \delta_1 e_1 \right]
\]  

(31)

We then get:

\[
\dot{V}_1 = -k_1 z_1^2 \leq 0
\]

(32)

The state \(i_{qs}^*\) is used as an intermediate command to guarantee the stability of the whole system. The derivative of \(z_3\) is given by:

\[
\dot{z}_3 = \dot{i}_{sq}^* - \dot{i}_{qs} = \frac{1}{\eta \phi_r} \left[ k_1 z_1 + \dot{\Omega}_r^* + \frac{T_i}{J} + \frac{f}{J} \Omega_r + \delta_1 e_1 \right] - \dot{i}_{qs}
\]

(33)

Let’s consider the following extended candidate Lyapunov function:

\[
V_2 = V_1 + \frac{1}{2} z_3^2
\]

(34)

Its derivative is:

\[
\dot{V}_2 = -k_1 z_1^2 - k_3 z_3^2 + z_3 \left[ k_3 z_3 + \dot{i}_{qs}^* - \Psi_1 \right] - \frac{1}{\sigma L_s} v_{qs}
\]

(35)

By choosing the command law \(v_{sq}\) as:

\[
v_{qs}^* = \sigma L_s \left[ k_3 z_3 + \dot{i}_{qs}^* - \Psi_1 \right]
\]

(36)

We will find that:

\[
\dot{V}_2 = -k_1 z_1^2 - k_3 z_3^2 \leq 0
\]

(37)

4. Sliding Mode Control Design

In general, J.J. Slotine proposed an equation form to determine the sliding surface which ensure variable convergence to its desired value \[23\]:

\[
S(x) = \frac{d}{dt} + \lambda)^{n-1} e(x)
\]

(38)

\(e(x) = x^* - x\): variable gap to be adjusted, \(\lambda\): strictly positive coefficient, \(n\): relative degree equal to the number of times to derive the output to get the suitable command.

Fig. 3 shows the sliding mode control strategy.

4.1. Speed Regulator Synthesis

By choosing \(n=1\) in J.J. Slotine general equation (38), the speed sliding surface is defined by \[24\]:

\[
S(\Omega_r) = \Omega_r^* - \Omega_r
\]

(39)

Its derivative is:

\[
\dot{S}(\Omega_r) = \dot{\Omega}_r^* - \dot{\Omega}_r = \dot{\Omega}_r^* - \eta \phi_r i_{sq} + \frac{T_i}{J} + \frac{f}{J} \Omega_r
\]

(40)

By introducing the command current \(i_{qs}^* = i_{qs} + i_{qs}^*\) in equation (40), we get:

\[
\dot{S}(\Omega_r) = \dot{\Omega}_r^* - \eta \phi_r i_{sq} + \frac{T_i}{J} + \frac{f}{J} \Omega_r
\]

(41)
During the sliding mode and steady state, \( S(\Omega_r) = 0, \dot{S}(\Omega_r) = 0 \) and \( i_{qs_n} = 0 \), we then get the equivalent command expression \( i_{qs_{eq}} \):
\[
i_{qs_{eq}} = \frac{1}{\eta \phi_r} (\Omega_r^* + \frac{T_l}{J} + \frac{f}{J} \Omega_r)
\] (42)

During the convergence mode, the discontinued command form \( i_{qs_n} \) must satisfy the condition
\[
\dot{S}(\Omega_r) S(\Omega_r) < 0.
\]

By substituting expression of \( i_{sq_{eq}} \) in (41), we find:
\[
\dot{S}(\Omega_r) = -\eta \phi_r i_{qs_n}
\] (43)

The discontinued command form is put as:
\[
i_{qs_n} = K_{\Omega \text{Sat}} \left( \frac{S(\Omega)}{\epsilon \Omega} \right)
\] (44)

### 4.2. Flux Regulator Synthesis

Let \( S(\phi_r) \) be the rotor flux sliding surface:
\[
S(\phi_r) = \phi_r^* - \phi_r
\] (45)

Its derivative is:
\[
\dot{S}(\phi_r) = \dot{\phi}_r^* - \dot{\phi}_r
\] (46)

By replacing the flux expression in (46), \( \dot{S}(\phi_r) \) is given by:
\[
\dot{S}(\phi_r) = \dot{\phi}_r^* + \frac{1}{T_r} \phi_r - \frac{M}{T_r} i_{ds}
\] (47)

By introducing the command current \( i_{ds} = i_{ds_{eq}} + i_{dsn} \) in equation (47), we get:
\[
\dot{S}(\phi_r) = \dot{\phi}_r^* + \frac{1}{T_r} \phi_r - \frac{M}{T_r} i_{ds_{eq}} - \frac{M}{T_r} i_{dsn}
\] (48)

During the sliding mode and steady state, \( S(\phi_r) = 0, \dot{S}(\phi_r) = 0 \) and \( i_{dsn} = 0 \), where we get the equivalent command expression \( i_{ds_{eq}} \):
\[
i_{ds_{eq}} = \frac{T_r}{M} (\phi_r^* + \frac{1}{T_r} \phi_r)
\] (49)
During the convergence mode, the discontinued command action $i_{sdn}$ must satisfy the condition $\dot{S}(\phi_r)S(\phi_r)<0$ [25]. By substituting the expression of $i_{dscq}$ in (48), we find:

$$\dot{S}(\phi_r) = -\frac{M}{T_r}i_{dsn}$$

(50)

The discontinued command is then put as:

$$i_{dsn} = K_{\phi}sat\left(\frac{S(\phi_r)}{\epsilon_{\phi_r}}\right)$$

(51)

### 4.3. Current Regulators Synthesis

Let’s consider $S(i_{ds})$ and $S(i_{qs})$ the sliding surfaces of currents $i_{ds}$ and $i_{qs}$ respectively:

$$S(i_{ds}) = i_{ds}^* - i_{ds}$$

(52)

$$S(i_{qs}) = i_{qs}^* - i_{qs}$$

(53)

By deriving the surfaces $S(i_{ds})$, $S(i_{qs})$ and replacing the expressions of currents $i_{ds}$ and $i_{qs}$, $\dot{S}(i_{ds})$ and $\dot{S}(i_{qs})$ can then be written as:

$$\dot{S}(i_{ds}) = \dot{i}_{ds}^* + \gamma i_{ds} - \frac{\eta}{T_r}\phi_r - \omega_s i_{qs} - \frac{1}{\sigma L_s}v_{ds}$$

(54)

$$\dot{S}(i_{qs}) = \dot{i}_{qs}^* + \gamma i_{qs} + \eta\omega_r\phi_r + \omega_s i_{ds} - \frac{1}{\sigma L_s}v_{qs}$$

(55)

By introducing the command voltages $v_{ds}^{eq}=v_{dscq}+v_{dsn}$ and $v_{qs}^{eq}=v_{qscq}+v_{qsn}$ in equations (54) and (55) respectively, we get:

$$\dot{S}(i_{ds}) = \dot{i}_{ds}^* + \gamma i_{ds} - \frac{\eta}{T_r}\phi_r - \omega_s i_{qs} - \frac{1}{\sigma L_s}v_{dscq} - \frac{1}{\sigma L_s}v_{dsn}$$

(56)

$$\dot{S}(i_{qs}) = \dot{i}_{qs}^* + \gamma i_{qs} + \eta\omega_r\phi_r + \omega_s i_{ds} - \frac{1}{\sigma L_s}v_{qscq} - \frac{1}{\sigma L_s}v_{qsn}$$

(57)

During the sliding mode and steady state, $S(i_{ds})=0$, $\dot{S}(i_{ds})=0$, $v_{dsn}=0$, $S(i_{qs})=0$, $\dot{S}(i_{qs})=0$ and $v_{qsn}=0$, where we get the equivalent command expression $v_{dscq}$ and $v_{qscq}$ respectively:

$$v_{dscq} = \sigma L_s(i_{ds}^* + \gamma i_{ds} - \frac{\eta}{T_r}\phi_r - \omega_s i_{qs})$$

(58)

$$v_{qscq} = \sigma L_s(i_{qs}^* + \gamma i_{qs} + \eta\omega_r\phi_r + \omega_s i_{ds})$$

(59)

During the convergence mode, the discontinued command action $v_{dsn}$ and $v_{qsn}$ must satisfy the conditions $\dot{S}(i_{ds})S(i_{ds})<0$ and $\dot{S}(i_{qs})S(i_{qs})<0$ [26]. By substituting the expressions of $v_{adscq}$ and $v_{aqscq}$ in (58) and (59) respectively, we find:

$$\dot{S}(i_{ds}) = -\frac{1}{\sigma L_s}v_{dsn}$$

(60)

$$\dot{S}(i_{qs}) = -\frac{1}{\sigma L_s}v_{qsn}$$

(61)

We then put respectively:

$$v_{dsn} = K_{id}sat\left(\frac{S(i_{ds})}{\epsilon_{id}}\right)$$

(62)

$$v_{qsn} = K_{iq}sat\left(\frac{S(i_{qs})}{\epsilon_{iq}}\right)$$

(63)
5. Extended Kalman Filter Algorithm for Induction Motor State Observation

One of the methods which are used for rotor flux or motor speed estimation is the extended Kalman filter. Kalman filter is a non-linear closed-loop observer whose gain matrix is variable. In each computing step, the Kalman filter predicts the new values of motor state variables (stator currents, rotor flux, and speed). This prediction is performed either by minimizing the noise effects and parameters modeling errors or by the way of genetic algorithms [27].

The first prediction technique is used in simulations in this paper. The noises are assumed white, Gaussian, and uncorrelated with the estimated states [28]. Considering the process noise \( w \) and the measurement noise \( v \), the dynamic behaviour of the induction motor can be given by the following system:

\[
\dot{x} = f(x, u) + w \tag{64}
\]
\[
y = h(x) + v \tag{65}
\]

Where:

\[
f(x, u) = \begin{bmatrix}
-\gamma i_{s\alpha} + \frac{\mu}{T_s} \phi_{r\beta} + \mu \omega_r \phi_{r\beta} + \frac{1}{T_L} u_{s\beta} \\
-\gamma i_{s\beta} - \mu \omega_r \phi_{r\alpha} + \frac{\mu}{T_s} \phi_{r\beta} + \frac{1}{T_L} u_{s\alpha} \\
\frac{L_m}{T_r} u_{s\alpha} - \frac{1}{T_s} \phi_{r\alpha} - \omega_r \phi_{r\beta} \\
\frac{L_m}{T_r} u_{s\beta} + \omega_r \phi_{r\alpha} - \frac{1}{T_s} \phi_{r\beta}
\end{bmatrix}
\]

and \( h(x) = [i_{s\alpha} \ i_{s\beta}]^t \)

The covariance matrices \( Q \) and \( R \) of these noises are defined as follow:

\[
Q = \text{cov}(w) = E\{ww^t\} \quad R = \text{cov}(v) = E\{vv^t\}
\]

The rotor speed can be estimated then by the following EKF algorithm from the above dynamic model [29][30].

- Prediction of state variables:
  \[
  \hat{x}_{k+1|k} = f(x_{k|k}, u_k) \tag{66}
  \]
- Estimation of error covariance matrix:
  \[
  P_{k+1|k} = F_k P_{k|k} F_k^t + Q \tag{67}
  \]

Where

\[
F_k = \frac{\partial f(x_{k|k}, u_k)}{\partial x_k} \tag{68}
\]

- Kalman filter gain:
  \[
  K_{k+1} = P_{k+1|k} H_k^t [H_k P_{k+1|k} H_k^t + R]^{-1} \tag{69}
  \]

Where:

\[
H_k = \frac{\partial h(x_k)}{\partial x_k} \tag{70}
\]
\[
H_k = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 
\end{bmatrix}
\]

- Estimation of state variables:
\[
\hat{x}_{k+1|k+1} = \hat{x}_{k+1|k} + K_{k+1}(y_{k+1} - H_k \hat{x}_{k+1|k})
\]

- Update of error covariance matrix:
\[
P_{k+1|k+1} = P_{k+1|k} - K_{k+1}H_kP_{k+1|k}
\]

Fig. 4 shows the extended Kalman filter state-space mathematical model.

6. Results and Discussion

In this section, the two non-linear control techniques have been designed and simulated. And in order to show the system robustness against the external perturbation, a load torque of 10 N.m is applied at a specific instant and lately removed.

6.1. Test at Low-Speed Region

In this test, the speed reference is a ramp of low value 10 rad/s changing rotational direction at \(t=1\) s. The load torque is applied at \(t_1=0.5\) s and removed at \(t_2=1.4\) s.

Fig. 5 shows a performance comparison between the integral backstepping control and the conventional control-based PI controllers: PI in the left and BSA with integral action in the right. The simulation results show that the BSA technique exhibits good dynamics and high robustness at start-up. There are significant and noticeable differences in the transient response. The speed error between the reference and the real speed in the non-linear version is very small and does not exceed 0.2 rad/s. It can be clearly seen that the load disturbance does not affect the mechanical speed. The speed control loop rejects it quickly. The DFOC-BSA technique showed perfect speed tracking with less error compared to the conventional vector control-based PI controllers.

6.2. Test at High-Speed Region

In this test, the speed reference is a ramp of high value 80 rad/s then 160 rad/s. The load torque this time is applied at \(t_1=0.7\) s and removed at \(t_2=1.7\) s.
Fig. 6 demonstrates a performance comparison between the sliding mode control and the conventional control: PI in the left and SMC in the right. The simulation results show that the SMC technique has good dynamics and high robustness at the starting-up. There are large and significant differences in the transient response. The speed error between the reference and the real speed is very small and does not exceed 0.2 rad/s. It can be clearly seen that the load disturbance does not affect the mechanical speed.

7. Conclusion

In this paper, two well-known nonlinear techniques applied to the squirrel-cage induction motor drive control are designed and simulated. The obtained simulation results have confirmed the efficiency and the precision of these proposed control strategies during the sudden load torque, low and high-speed regions. The two control laws have confirmed better control and robustness against the load torque disturbance, the key is the good choice of the extended candidate Lyapunov functions that allow a quick variables convergence. Besides, the extended Kalman filter for rotor speed and flux observation has been successfully applied to the sensorless control scheme.
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Appendix

Table 1 lists the rated power and parameters of the induction motor used in simulation.

<table>
<thead>
<tr>
<th>Table 1. Rated power and parameters of the used machine in simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated power</td>
</tr>
<tr>
<td>Rated speed</td>
</tr>
<tr>
<td>Pair pole</td>
</tr>
<tr>
<td>Frequency</td>
</tr>
<tr>
<td>Line voltage</td>
</tr>
<tr>
<td>Phase current</td>
</tr>
<tr>
<td>Stator resistance</td>
</tr>
<tr>
<td>Rotor resistance</td>
</tr>
<tr>
<td>Stator inductance</td>
</tr>
<tr>
<td>Rotor inductance</td>
</tr>
<tr>
<td>Mutual inductance</td>
</tr>
<tr>
<td>Moment of inertia</td>
</tr>
<tr>
<td>Viscous friction coefficient</td>
</tr>
</tbody>
</table>
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