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1. Introduction 

The primary job of spacecraft Attitude and Orbit Control System (AOCS) is to measure, estimate, 

and control spacecraft attitude angles in addition to spacecraft orbit. In numerous instances, it is not 

possible to measure spacecraft attitude angles (which need to be controlled) directly via sensors. As a 

result, an attitude estimation algorithm is necessary to establish a connection between sensor 

measurements and the spacecraft's intended attitude angles, while simultaneously minimizing the 

impact of measurement noise and process disturbance. Kalman Filter (KF) and its derivatives are the 
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 Kalman Filter (KF) based algorithms are the most frequently employed 

attitude estimation algorithms. Typically, a fully observable system 

necessitates the use of two distinct sensor types. Therefore, relying on a 

single sensor, such as a magnetometer, for spacecraft attitude estimation is 

deemed to be a challenge. The present investigation centers on utilizing 

magnetometers as the exclusive sensor. Several KF based estimation 

algorithms have been designed and evaluated to give the designer of 

spacecraft Attitude and Orbit Control System (AOCS) the choice of a 

suitable algorithm for his mission based on quantitative measures. These 

algorithms are capable of effectively addressing nonlinearity in both 

process and measurement models. The algorithms under examination 

encompass the Extended Kalman Filter (EKF), Sequential Extended 

Kalman Filter (SEKF), Pseudo Linear Kalman Filter (PSELIKA), 

Unscented Kalman Filter (USKF), and Derivative Free Extended Kalman 

Filter (DFEKF). The comparison of the distinct algorithms hinges on key 

performance metrics, such as estimation error for each axis, computation 

time, and convergence rate. The resulting algorithms provide numerous 

benefits, such as diverse levels of high estimation accuracy (with 

estimation errors ranging from 0.014o to 0.14o), varying computational 

demands (execution time ranges from 0.0536s to 0.0584s), and the 

capability to converge despite large initial attitude estimation errors (which 

reached 170o). These properties render the algorithms appropriate for 

utilization by spacecraft designers in all operational modes, supplying 

high-precision attitude estimations better than (0.5o) despite high 

magnetometer noise levels, which reached (200 nT). 
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most frequently employed attitude estimation algorithms for such purposes. In 1960, Kalman 

developed his numerical filter to estimate system states recursively based on measurements of sensors 

and named his filter as KF [1]. The filter estimated the desired system states optimally (in a least 

squares sense) in the presence of random zero-mean white Gaussian sensor noise, and disturbance 

effects. The filter was based on numerical solution rather than an exact closed form solution. Since 

then, computers continued to evolve and KF began to attract research interest because of its suitability 

for computer-based control systems. A Major drawback of the KF was its ability to handle only linear 

systems, and linear measurement processes. Thus, an extension was made for the KF to enable 

handling of nonlinear situations and named as Extended Kalman Filter (EKF). Several algorithms now 

exist in the literature to handle nonlinearities based on KF. These algorithms include, Sequential 

Extended Kalman Filter (SEKF), Pseudo Linear Kalman Filter (PSELIKA), Unscented Kalman Filter 

(USKF), and Derivative Free Extended Kalman Filter (DFEKF). SEKF is based on sequential 

formulation of the Extended Kalman Filter [2][3]. In this approach, the measurements are fed into 

filter in a scalar form rather than a vector form. PSELIKA reshapes the non-linear plant and process 

equations into a form similar to linear systems while keeping the nonlinearities. USKF propagates 

(2N+1) sigma points (where N is the number of system states to be estimated) ahead of time in order 

to avoid the approximations used by EKF to compute the state transition, and measurement matrices. 

The DFEKF belongs to the same family of USKF but it propagates only (N+1) sigma points instead 

of (2N+1). A comprehensive review for KF, EKF, PSELIKA, USKF, and DFEKF could be found in 

[4].        

Typically, a fully observable system necessitates the use of two distinct sensor types. Therefore, 

relying on a single sensor, such as a magnetometer, for spacecraft attitude estimation is deemed to be 

a challenge. Spacecraft attitude estimation involves measuring physical quantities in the spacecraft's 

body axes. Magnetometers are widely used as the primary sensors for this purpose. Nearly all 

spacecraft AOCSs include a three-axis magnetometer to measure the three components of the earth’s 

magnetic in the x, y, and z directions of the body axes. Magnetometers have several advantages, 

including a long lifespan and increased reliability due to the absence of moving parts, as well as a 

relatively low cost compared to other AOCS sensors. These factors contribute to the widespread use 

of magnetometers as spacecraft attitude sensors. Incorporating other spacecraft attitude sensors with 

magnetometers can present some challenges, as seen in single frame attitude determination methods 

[5]. One issue is the lack of sun sensor measurements during eclipse periods as the spacecraft orbits 

around the earth. Additionally, the accumulation of errors can limit the ability of gyros to function 

over a long period of time. Star sensors, while able to provide highly accurate attitude estimates, are 

limited in their use due to the high energy consumption required, which can put a strain on the already 

limited power supply available to the spacecraft. To overcome all of the challenges associated with 

using other sensors, the only solution is to use a magnetometer as a sole attitude sensor. 

Numerous studies and research papers have explored the use of magnetometers for spacecraft 

attitude estimation. For instance, in [6], a Three-Axis Magnetometer (TAM) was utilized to determine 

both the orbit and attitude of the spacecraft. The algorithms developed were limited to only being able 

to handle an initial attitude estimation error of 16o. In another study [7], spacecraft attitude was 

estimated solely using magnetometer measurements. The algorithms developed were capable of 

handling an initial attitude estimation error of 45o. In reference [4], several approaches for estimating 

spacecraft attitude are presented. According to [8], some attitude determination techniques are not 

frequently used due to their high computational demands, which can limit or even prevent their use in 

real-time on board the spacecraft. This is particularly relevant because many commercially operated 

spacecrafts use processors that are 15 or even 20 years old [9]. The reason for this is that certifying a 

particular processor to work in the space environment takes extensive periods of time and requires it 

to be part of multiple missions. As a result, algorithms like the ones found in [10] would not be easily 

adaptable to a processor that's over 20 years old. 

According to [11], various techniques have been studied for figuring out the orientation of 

spacecraft without gyros, using only a sun sensor and a magnetometer. Ref. [12] goes on to discuss 

algorithms specifically designed to estimate the attitude of a spacecraft based on these two 
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instruments. However, it's worth noting that these algorithms have a limitation - they can only handle 

a maximum initial error of 60o. In [13], the use of the (TAM) was explored for attitude estimation. 

Although the method was used, the results showed a steady state error of 14o in the yaw axis, which 

is considered a relatively large discrepancy. Ref. [14] takes a different approach, focusing on the use 

of a magnetometer for determining the orientation of a spacecraft in a single axis. Therefore, it was 

impossible to calculate the three-axis attitude estimates. In [15], magnetometer provided linear 

estimates of the spacecraft's attitude with a constant error of 3o, which is considered a large number. 

In [16], Magnetometer measurements are used along with the Unscented Kalman Filter (USKF). 

Errors of the attitude estimates were improved to 0.3o. It is widely known that the USKF requires a 

lot more computation compared to the Extended Kalman Filter (EKF) due to the need to process 

multiple sigma points.  

Using a Standard KF or EKF may not be the optimal choice because they include matrix inversion 

operations which are computationally expensive for the spacecraft's on-board computer (OBC). Thus, 

they are not ideal from a computational cost perspective. Ref. [2] Developed an estimator for 

spacecraft attitude estimation based solely on magnetometer measurements via Sequential Extended 

Kalman Filter (SEKF) to avoid matrix inversion operations. The developed algorithm is capable of 

providing high accuracy attitude estimates even if two of the three channels of the magnetometer are 

not functioning. In addition, the developed algorithm could deal effectively with high initial attitude 

estimation error and still able to converge. A third advantage is the faster execution time onboard the 

spacecraft processor. Ref. [17] assessed different algorithms for spacecraft attitude estimation and 

determination based on measurements of a magnetometer augmented with gyros via EKF.  

Ref. [18] presented a comprehensive review on state-of-the-art algorithms utilized for spacecraft 

Guidance, Navigation, and Control (GNC) purposes. These algorithms included Artificial Intelligence 

(AI) techniques. Some AI algorithms require training data set such as those given in [19]- [26]. In this 

case, the only means to provide large enough training data set is through simulation. In [19], a 

spacecraft attitude control algorithm is developed based on Adaptive Neuro-Fuzzy Inference System 

(ANFIS). In [20], a Neural Networks (NN) based algorithm is developed for the same problem. In 

[21], a spacecraft orbit control algorithm is based on NN. In [22], spacecraft attitude determination 

and estimation algorithm are achieved via NN. In [23], an EKF for spacecraft orbit estimation is totally 

replaced via NN. In [24], spacecraft attitude determination and estimation algorithm are achieved via 

ANFIS. In [25], a model for spacecraft orbit is obtained via NN. Simultaneous estimation for 

spacecraft orbital and attitude states is obtained through NN as contributed in [26]. The current 

research article could be utilized to provide training data set in order to train AI based algorithms for 

spacecraft GNC purposes. The developed algorithms in the current research article could be easily 

combined with Refs [19]-[26] to provide an integrated solution for the spacecraft AOCS.     

The main objective of the current research article is to provide the designer of the AOCS with 

various choices of spacecraft attitude estimation algorithms, and compare these choices with 

qualitative measures to select the best fitting for a certain spacecraft mission. The current research 

article offers several contributions. The first contribution is developing various spacecraft attitude 

estimation algorithms utilizing only magnetometer readings through the use of several KF based 

algorithms. The second contribution is assessing these algorithms (which include EKF, SEKF, 

PSELIKA, USKF, and DFEKF) using important performance metrics such as attitude estimation error 

in each axis, algorithm processing speed, and rate of convergence. The newly developed algorithms 

are compared to verified EKF, and SEKF algorithms which were used to estimate the attitude of the 

Egyptian Satellite EGYPTSAT-1 in [2][17]. The third contribution is the ability of all of the developed 

algorithms to provide high accuracy estimates of spacecraft attitude angles based solely on 

magnetometer measurements, which was not possible before. The newly developed algorithms boast 

several benefits including: 

1- The capability to handle extremely nonlinear situations. 

2- Offering a solution for the spacecraft attitude estimation problem that does not involve 

singularities. 
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3- Capability of the developed algorithms to handle a single type of measurements, such as the 

measurement of the earth's magnetic field. 

4- Supplying accurate estimates of a spacecraft's attitude whenever required. 

5- Ability to converge even with a substantial initial error in attitude estimation. 

6- Ability to provide complete three-dimensional attitude information. 

This study is organized in the following manner: In Section 2, a method of solution is proposed. 

Models of nonlinear spacecraft motion are presented. Necessary estimation algorithms are also 

outlined in this section. Section 3 includes the simulation results and discussions. Finally, the 

conclusions are summarized in Section 4. 

2. Method 

2.1. Nonlinear Spacecraft Motion Models 

The translational motion model of the spacecraft is described using Cowell's formulation. It is 

expressed as Equation (1). 

 𝑅
••

𝐼 = −
𝜇𝐸

‖𝑅𝐼‖
3
𝑅𝐼 + 𝑎𝑎 (1) 

Where, the spacecraft position vector is defined with respect to the Earth Centered Inertial (ECI) 

coordinate system and represented by 𝑅𝐼. The gravitational constant of the earth is represented by 𝜇𝐸,  

and the perturbing acceleration caused by the Earth's asphericity is represented by 𝑎𝑎 (with its 

calculation details given in [18]). 

The Kinematic equations for the spacecraft's attitude motion are described by the following 

relationship in Equation (2). 

 𝑄
•

𝐼→𝐵 =
1

2
𝛯𝑄𝐼→𝐵 (2) 

Where, 𝑄𝐼→𝐵 = [𝑞1 𝑞2 𝑞2 𝑞4]𝑇, is a quaternion vector having real part, 𝑞4, which transforms a 

vector from the ECI to Body Coordinate System (BCS). The Matrix, 𝛯, is represented by the following 

relationship in Equation (3). 

 𝛯 =

[
 
 
 
 

0 𝜔𝑧 −𝜔𝑦 𝜔𝑥

−𝜔𝑧 0 𝜔𝑥 𝜔𝑦

𝜔𝑦 −𝜔𝑥 0 𝜔𝑧

−𝜔𝑥 −𝜔𝑦 −𝜔𝑧 0 ]
 
 
 
 

 (3) 

Where, 𝜔 = [𝜔𝑥 𝜔𝑦 𝜔𝑧]𝑇 is the vector representing the spacecraft's angular velocities in the 

inertial frame. The dynamic motion of the spacecraft's rotation is represented by the following 

relationship in Equation (4). 

 𝜔
•

= 𝐽−1[(𝐽𝜔 + 𝐻𝜔) ×]𝜔 + 𝐽−1(𝑇𝑔 + 𝑇𝑎 + 𝑇𝑟 + 𝑇𝑠) + 𝑤𝑘 (4) 

Where 𝑇𝑔, 𝑇𝑎, 𝑇𝑟, 𝑇𝑠, are the torques resulting from gravity gradient, aerodynamics, residual 

magnetism, and solar pressure, respectively, and 𝐻𝜔 represents the angular momentum vector of any 

moving parts, Additionally, 𝑤𝑘 is a zero-mean white Gaussian noise linked to process noise. 

Information on calculating the disturbance torques can be found in [17]. The cross product equivalent 

matrix [𝛽 ×] for the vector  𝛽 = [𝛽𝑥 𝛽𝑦 𝛽𝑧]𝑇 is represented as Equation (5). 

 [𝛽 ×] = [

0 −𝛽𝑧 𝛽𝑦

𝛽𝑧 0 −𝛽𝑥

−𝛽𝑦 𝛽𝑥 0
] (5) 
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The spacecraft's inertia matrix, 𝐽, is expressed as Equation (6). 

 𝐽 = [

𝐽𝑥 −𝐽𝑥𝑦 −𝐽𝑥𝑧

−𝐽𝑥𝑦 𝐽𝑦 −𝐽𝑦𝑧

−𝐽𝑥𝑧 −𝐽𝑦𝑧 𝐽𝑧

] (6) 

The choice of the spacecraft attitude motion state vector is crucial, as it is a key factor in any 

attitude estimation algorithm. The state vector representing the spacecraft attitude motion has been 

selected as Equation (7). 

 𝑋 = [𝑞1 𝑞2 𝑞3 𝑞4 𝜔𝑥 𝜔𝑦 𝜔𝑧] (7) 

The state vector expressed in Equation (7) has the benefit of being able to depict any attitude 

maneuver without encountering singularities, which prevents the entire developed algorithm from 

collapsing. Furthermore, selecting the orbital state vector as the inertial position and inertial velocity, 

as shown in (1), also avoids singularity issues in certain types of orbits for the entire simulation. 

2.2. Spacecraft attitude estimation algorithms 

The goal of any spacecraft attitude estimation algorithm is to accurately determine the orientation 

of the spacecraft based on noisy measurements with the existence of random disturbances. Singular 

Value Decomposition (SVD) based algorithms are not a popular choice because they can be 

computationally intensive [5] for the limited computational resources available on a spacecraft. KF 

based algorithms are more commonly used because of several reasons: 

1- Avoiding the solution of an eigenvalue problem in real-time situations which is computationally 

intensive. 

2- A real-time algorithm can be developed using these algorithms. 

3- Ability to handle non-linear situations. 

4- Ability to handle large initial attitude estimation errors which could be encountered during 

spacecraft flight in its orbit. 

KF, EKF, and SEKF may have some limitations due to the approximations used to compute filter 

state transition and measurement matrices. PSELIKA, USKF, and DFEKF extend the capability of 

KF, EKF, and SEKF to tackle this issue as explained earlier in the introduction section. But USKF, 

and SEKF have a relatively higher computational load compared to KF, EKF, SEKF, and PSLEIKA. 

Fig. 1 shows a block diagram of the estimation algorithm presented in the current research article. 

2.2.1. Extended Kalman Filter (EKF) 

For systems that have nonlinearities in either the plant or the measurement processes, the EKF is 

used. The prediction of the state in the future is calculated using the Equation (8). 

 �̂�𝑘
(−)

= 𝑓(�̂�𝑘−1) (8) 

where 𝑓 is a nonlinear function that represents the system's behavior. In this case, 𝑓 is calculated by 

combining (2) and (4), resulting in Equation (9). 

 𝑓(𝑋) = [

1

2
𝛯𝑄𝐼→𝐵

𝐽−1[(𝐽𝜔 + 𝐻𝜔) ×]𝜔 + 𝐽−1(𝑇𝑔 + 𝑇𝑎 + 𝑇𝑟 + 𝑇𝑠)
] (9) 

The a priori estimation error covariance is calculated using the Equation (10). 

 𝑃𝑘
(−)

= 𝐴𝑘−1𝑃𝑘−1
(+)

𝐴𝑘−1
𝑇 + 𝑄𝑘−1 (10) 
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Fig. 1. Estimation algorithm block diagram 

The measurement update stage is described by Equation (11) to (13). 

 𝐾𝑘 = 𝑃𝑘
(−)

𝐻𝑘
𝑇 (𝐻𝑘𝑃𝑘

(−)
𝐻𝑘

𝑇 + 𝑅𝑘)
−1

 (11) 

 �̂�𝑘
(+)

= �̂�𝑘
(−)

+ 𝐾𝑘[𝑧𝑘 − �̂�𝑘] (12) 

 𝑃𝑘
(+)

= [𝐼 − 𝐾𝑘𝐻𝑘]𝑃𝑘
(−)[𝐼 − 𝐾𝑘𝐻𝑘]

𝑇 + 𝐾𝑘𝑅𝑘𝐾𝑘
𝑇 (13) 

Where, �̂�𝑘
(+)

 and, 𝑃𝑘
(+)

 stand for the a posteriori state estimate and the error covariance, respectively. 

For numerical stability (13), uses the Joseph form of the estimation error covariance matrix. The state 

transition and measurement matrices can be calculated using the Equation (14) to (17). 

 𝐴𝑘−1(�̂�𝑘−1
(+)

) = {𝐼 + (𝐹𝑘−1(�̂�𝑘−1
(+)

))𝛥𝑇} (14) 

 𝐹𝑘−1(�̂�𝑘−1
(+)

) = 𝜕𝑓 𝜕⁄ 𝑋|
(�̂�𝑘−1

(+)
)
 (15) 

 𝑧𝑘 = ℎ𝑘(𝑋𝑘) + 𝑣𝑘 (16) 

 𝐻𝑘 =
𝜕ℎ

𝜕𝑋
|
(�̂�𝑘

−)
 (17) 

In the equations, 𝛥𝑇 represents the sampling period, and 𝑣𝑘 is a zero-mean white Gaussian noise 

that is associated with the magnetometer measurements. The measurements used in this study are 

provided by a magnetometer, so the measurement vector, ℎ𝑘(𝑋𝑘), is described as (18). 

 ℎ𝑘(𝑋𝑘) = 𝐵𝐵 = 𝐷𝐼→𝐵(𝑄𝐼→𝐵)𝐵𝐼 (18) 

Where 𝐵𝐵 represents the earth's magnetic field vector measured in the Body Coordinate System 

(BCS), and 𝐵𝐼 represents the earth's magnetic field vector expressed in the Earth-Centered Inertial 
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(ECI) system. The transformation matrix from ECI to BCS, 𝐷𝐼→𝐵, can be calculated using the method 

described in (19) [27]. 

 𝐴(𝑄𝐼→𝐵) = [

𝑞1
2 − 𝑞2

2 − 𝑞3
2 + 𝑞4

2 2(𝑞1𝑞2 + 𝑞3𝑞4) 2(𝑞1𝑞3 − 𝑞2𝑞4)

2(𝑞1𝑞2 − 𝑞3𝑞4) −𝑞1
2 + 𝑞2

2 − 𝑞3
2 + 𝑞4

2 2(𝑞2𝑞3 + 𝑞1𝑞4)

2(𝑞1𝑞3 + 𝑞2𝑞4) 2(𝑞2𝑞3 − 𝑞1𝑞4) −𝑞1
2 − 𝑞2

2 + 𝑞3
2 + 𝑞4

2

] (19) 

When considering the measurement noise covariance, it is important to note that its discrete form, 

represented by the matrix, 𝑅𝑘, is connected to its continuous form, represented by the matrix, 𝑅(𝑡), 

through the relation in Equation (20) [28]. 

 𝑅𝑘 = 𝑅(𝑡) 𝛥𝑇⁄  (20) 

The matrix representing the process noise covariance in its discrete form, denoted by, 𝑄𝑘, is related 

to its continuous form, denoted by, 𝑄(𝑡), through the relation given in (21) [29]. 

 𝑄𝑘 = ∫ 𝐴(𝑡𝑘+1, 𝜂)𝑄
𝛥𝑇

0

𝐴(𝑡𝑘+1, 𝜂)𝑇𝑑𝜂 (21) 

It is also important to note that EKF has inherent an assumption which could represent a 

limitation. The first assumption is that Equation (14) assumes that the state transition matrix could be 

obtained using a Taylor series expansion till the first derivative (𝜕𝑓 𝜕⁄ 𝑋|) only. Thus, a complete 

series expansion is very hard to obtain due to the mathematical complexity of the problem. In addition, 

the effect of disturbance forces and moments is very complex to be included in (14). Thus, Equation 

(14) and (17) are considered as approximate solutions. 

2.2.2. Sequential Extended Kalman Filter (SEKF) 

Sometimes, the EKF described in Section 2.2.1 is referred to as a batch EKF, because it processes 

all measurements at each time step as a batch. However, for embedded systems, this can present a 

challenge, as inverting a matrix of dimensions equal to the measurement noise covariance matrix, 𝑅𝑘, 

can be computationally intensive. To address this issue, the Sequential Extended Kalman Filter 

(SEKF) was introduced [30]. In SEKF, the measurement vector is divided into individual 

measurement elements, which are processed one by one through the relation in Equation (22). 

 𝑍𝑖,𝑘 = 𝐻𝑖,𝑘𝑋𝑘 + 𝑣𝑖,𝑘 (22) 

Where, 𝑍𝑖,𝑘 is the measurement element number 𝑖 (𝑖 = 1, 2, . . . . . , 𝑀 ), and 𝑀 is the length of the 

measurement vector. 𝐻𝑖,𝑘 is the ith row of the measurement matrix, 𝐻𝑘. Equations for the SEKF filter 

are given as Equation (23) to (29). 

 �̂�0,𝑘
(+)

= �̂�𝑘
(−)

 (23) 

 𝑃0,𝑘
(+)

= 𝑃𝑘
(−)

 (24) 

 𝐾𝑖,𝑘 = 𝑃𝑖−1,𝑘
(−)

𝐻𝑖,𝑘
𝑇 (𝐻𝑖,𝑘𝑃𝑖−1,𝑘

(+)
𝐻𝑖,𝑘

𝑇 + 𝑅𝑖,𝑘)
−1

 (25) 

 �̂�𝑖,𝑘
(+)

= �̂�𝑖−1,𝑘
(+)

+ 𝐾𝑖,𝑘[𝑍𝑖,𝑘 − �̂�𝑖,𝑘] (26) 

 𝑃𝑖,𝑘
(+)

= [𝐼 − 𝐾𝑖,𝑘𝐻𝑖,𝑘]𝑃𝑖−1,𝑘
(+)

[𝐼 − 𝐾𝑖,𝑘𝐻𝑖,𝑘]
𝑇

+ 𝐾𝑖,𝑘𝑅𝑖,𝑘𝐾𝑖,𝑘
𝑇  (27) 

 �̂�𝑘
(+)

= �̂�𝑀,𝑘
(+)

 (28) 

 𝑃𝑘
(+)

= 𝑃𝑀,𝑘
(+)

 (29) 

The SKF formulation assumes that the measurement matrix, 𝑅𝑘, is diagonal. In addition, the same 

assumption of the EKF applies to the SEKF also. 
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2.2.3. Pseudo Linear Kalman Filter (PSELIKA) 

PSELIKA is similar to EKF in most contents of its structure. Instead of (8), the system is 

represented by Equation (30). 

 �̂�𝑘
(−)

= 𝑓(�̂�𝑘−1) = 𝛬𝑘−1(�̂�𝑘−1)�̂�𝑘−1 + 𝐵𝑢 (30) 

And the measurement process also is represented by Equation (31). 

 𝑧𝑘(�̂�𝑘) = 𝛤𝑘(�̂�𝑘)�̂�𝑘 + 𝑣 (31) 

The remaining filter structure is the same as EKF but with replacing 𝐹𝑘, and 𝐻𝑘 with 𝛬𝑘, and 𝛤𝑘  

respectively. The matrices 𝛬𝑘, and 𝛤𝑘 could be computed as Equation (32) and (33). 

 𝐵𝐵 = 𝛤𝑘𝑄𝐼→𝐵 (32) 

 𝑄𝑚 = [

𝑞4 −𝑞3 𝑞2

𝑞3 𝑞4 −𝑞1

−𝑞2 𝑞1 𝑞4

−𝑞1 −𝑞2 −𝑞3

] (33) 

Where 𝛤𝑘 is computed from Equation (34) to (36). 

 𝛤𝑘 = [

𝑞4 −𝑞3 𝑞2

𝑞3 𝑞4 −𝑞1

−𝑞2 𝑞1 𝑞4

−𝑞1 −𝑞2 −𝑞3

] = 𝑄𝑚
𝑇 𝐸 (34) 

and 

 𝐸 = [
[𝐵𝐼 ×] 𝐵𝐼

−𝐵𝐼
𝑇 0

] (35) 

 𝛬𝑘−1 = [
04×4 0.5𝑄𝑚

03×4 𝐽−1[(𝐽𝜔 + 𝐻𝑤) ×]
] (36) 

It is also important to note that the same assumption of the EKF also applies here. In addition, 

Equation (30) is a nonlinear equation shaped as a linear equation. This is because of that the matrix, 

𝛬𝑘−1, is a function of the state vector. This makes the algorithm behaves like an ad-hoc algorithm. 

2.2.4. Unscented Kalman Filter (USKF) 

The USKF, or alternatively sigma point Kalman filter, propagates a number of points (sigma 

points) through system dynamics to relieve the problems encountered while computing the partial 

derivatives of the nonlinear differential equations describing the process and measurement models. 

First, (2N+1) points are generated (where N is the size of the state vector) according to the relations 

in Equation (37) and (38). 

 𝛾𝑘−1
0 = �̂�𝑘−1 (37) 

 [𝛥𝛾1 ⋯ 𝛥𝛾𝑁] = √(𝑁 + 𝜅)𝑃𝑘−1 (38) 

The tuning factor is preferred to be computed by the relation in Equation (39). 

 𝜅 = 3 − 𝑁 (39) 

Thus, N points are generated according to Equation (40). 

 𝛾𝐼,𝑘−1 = �̂�𝑘−1 + 𝛥𝛾𝐼 and 𝐼 = 1,2, . . . . , 𝑁 (40) 

And another N points are generated according to Equation (41). 

 𝛾𝑁+𝐼,𝑘−1 = �̂�𝑘−1 − 𝛥𝛾𝐼 (41) 
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Now all of the generated (2N+1) points are projected a head of time through the relation in Equation 

(42). 

 𝛾𝐽,𝑘 = 𝑓(𝛾𝐽,𝑘−1),  (42) 

Where 𝐽 = 0,1,2, . . . . ,2𝑁 

A weighting strategy is accomplished by Equation (43) to (45). 

 

( )








=
+

=
+=

NJ
N

J
NWJ

2,2,1
2

1

0








,  (43) 

Where 𝐽 = 0,1,2, . . . . ,2𝑁 

 �̂�𝑘
− = ∑𝑊𝐽𝛾𝐽,𝑘

2𝑁

𝐽=0

 (44) 

 𝑃𝑘
− = ∑𝑊𝐽(𝛾𝐽,𝑘 − �̂�𝑘

−)(𝛾𝐽,𝑘 − �̂�𝑘
−)

𝑇
2𝑁

𝐽=0

+ 𝑄𝑘 (45) 

A set of measurement could be generated and weighted at each point using the relation in Equation 

(46) and (47). 

 𝑍𝐽,𝑘 = ℎ(𝛾𝐽,𝑘) (46) 

 �̂�𝑘 = ∑𝑊𝐽

2𝑁

𝐽=0

𝑍𝐽,𝑘 (47) 

Now the state of the system could be updated after obtaining the measurements via the relations in 

Equations (48) to (52). 

 𝑃𝑧𝑧 = ∑𝑊𝐽(𝑍𝐽,𝑘 − �̂�𝑘)(𝑍𝐽,𝑘 − �̂�𝑘)
𝑇

2𝑁

𝐽=0

+ 𝑅𝑘 (48) 

 𝑃𝑥𝑧 = ∑𝑊𝐽(𝛾𝐽,𝑘 − �̂�𝑘
−)(𝑍𝐽,𝑘 − �̂�𝑘)

𝑇
2𝑁

𝐽=0

 (49) 

 𝐾𝑘 = 𝑃𝑥𝑧(𝑃𝑧𝑧)
−1 (50) 

 �̂�𝑘
(+)

= �̂�𝑘
(−)

+ 𝐾𝑘[𝑧𝑘 − �̂�𝑘] (51) 

 𝑃𝑘 = 𝑃𝑥𝑥 − 𝐾𝑘𝑃𝑧𝑧𝐾𝑘
𝑇 (52) 

It is now important to mention that the USKF reliefs all the assumptions of the EKF, SEKF, and 

PSELIKA filters. This extends the algorithm capability to very complex mathematical modelling due 

to the elimination of the need to calculate the partial derivatives which in many cases becomes 

impossible. 

2.2.5. Derivative Free Extended Kalman Filter (DFEKF) 

DFEKF is very similar to USKF. It begins with generating (N+1) sigma points according to the 

relations in Equation (53) and (54). 

 [𝛥𝛾1 ⋯ 𝛥𝛾𝑁] = √𝑁𝑃𝑘−1 (53) 
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 𝛾𝐼,𝑘−1 = �̂�𝑘−1 +
1

𝛽
𝛥𝛾𝐼 , and 𝐼 = 1,2, . . . . , 𝑁 (54) 

The (N+1) points could now be propagated through the relations in Equation (55) and (56). 

 �̂�𝑘
(−)

= 𝑓(�̂�𝑘−1) (55) 

 𝛾𝐽,𝑘 = 𝑓(𝛾𝐽,𝑘−1), (56) 

Where 𝐽 = 0, 1, 2, . . . . ,2𝑁. 

With estimation error covariance matrix given by (57) to (59). 

 𝑃𝑘
(−)

=
𝛽

𝑁
∑ (𝛾𝐼,𝑘 − �̂�𝑘

(−)
) (𝛾𝐼,𝑘 − �̂�𝑘

(−)
)
𝑇

𝑁
𝐼=1 + 𝑄𝑘, (57) 

Where 𝐽 = 0, 1, 2, . . . . ,2𝑁. 

 𝛥𝑦𝐼 = [𝛥𝑦1 𝛥𝑦2 ⋯ 𝛥𝑦𝑁]𝑇 = √𝑁𝑃𝑘
(−)

 (58) 

 𝑦𝐼,𝑘 = �̂�𝑘
(−)

+
1

𝛽
𝛥𝑦𝐼 (59) 

For the DFEF to perform like EKF, the tunable constant, 𝛽, could be chosen large. A set of 

measurements are generated according to Equation (60) and (61). 

 𝑍𝐼,𝑘 = ℎ(𝑦𝐼,𝑘) (60) 

 �̂�𝑘 = ℎ (�̂�𝑘
(−)

) (61) 

With measurement update given by Equations (62) to (66). 

 𝑃𝑥𝑧 =
𝛽

𝑁
∑(𝛾𝐼,𝑘 − �̂�𝑘

(−)
) (𝑍𝐼,𝑘 − �̂�𝑘)

𝑇
𝑁

𝐼=1

 (62) 

 𝑃𝑧𝑧 =
𝛽

𝑁
∑(𝑍𝐼,𝑘 − �̂�𝑘)(𝑍𝐼,𝑘 − �̂�𝑘)

𝑇
𝑁

𝐼=1

+ 𝑅𝑘 (63) 

 𝐾𝑘 = 𝑃𝑥𝑧(𝑃𝑧𝑧)
−1 (64) 

 �̂�𝑘
(+)

= �̂�𝑘
(−)

+ 𝐾𝑘[𝑧𝑘 − �̂�𝑘] (65) 

 𝑃𝑘 = 𝑃𝑥𝑥 − 𝐾𝑘𝑃𝑥𝑧
𝑇  (66) 

It is also important to mention that the DEFEK belongs to the same family of the USKF. Thus, 

the inherent assumptions of EKF, SEKF, and PSELIKA, are also relieved. This enhances also 

capability of the algorithm to deal with any nonlinear and mathematically complex problems. 

2.2.6. Observability 

Floquet theory can be used to ensure that the discrete filter system is observable by calculating 

the relationship in Equation (67) [7], 

 𝛩 = ∏[𝐼 − 𝐾𝑘+1𝐻𝑘+1]𝐴𝑘+1

𝑁

𝑘=1

 (67) 

For the estimator to be stable, all the eigenvalues of the matrix, 𝛩, should have a magnitude smaller 

than one in the steady-state region of the filter. The maximum eigenvalue being small indicates the 

rate of convergence. 
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3. Results and Discussion 

The proposed estimation algorithms are compared to an EKF, and SEKF algorithms which were 

verified in [2][17]. The verification process in [2][17] was based on verified simulators of the former 

Egyptian Spacecraft EGYPTSAT-1, launched in April 2007. The spacecraft has an orbit inclination 

angle of 98.085o, semi-major axis of 7039200 m, eccentricity of 0, true anomaly angle of 0o, a right 

ascension of ascending node of 337.5o, and argument of perigee angle of 69o. The epoch time is 17th 

April 2007 at 00:00:00. The spacecraft's initial attitude angles are 85o, 170o, and -165o for pitch, roll, 

and yaw respectively. The initial attitude angular rates are -0.2o/s, 0.8o/s, and 0.7o/s for pitch, roll, and 

yaw respectively. All of the proposed estimation algorithms in addition to the EKF, and SEKF have 

initial conditions that are all zero. This means there is no initial attitude information, which is the case 

for detumbling conditions after separation from the launcher. The spacecraft's inertial characteristics 

are Jx=11.2 Kg.m2, Jy=11.4 Kg.m2, Jz=9.2 Kg.m2, Jxy=0.02 Kg.m2, Jxz=-0.08 Kg.m2, and Jyz=0.2 Kg.m2. 

A simulation time step of 4 seconds is utilized. The standard deviation of the magnetometer error is 

200 nT for each axis of the three magnetometer axes. The largest allowable deviation from the 

intended angle is ±7o when using low accuracy operation modes and ±0.5o when using high accuracy 

operation modes. The developed algorithms in the current study for the PSELIKA, USKF, and 

DFEKF are compared to the previously verified studies for the SEKF [2], and EKF [17].  

Measurements of a three-axis magnetometer are being used. Fig. 2 shows the history of time for 

the attitude estimation error, while Fig. 3 displays the estimation error of the vector components of 

the angular velocity. As illustrated in Fig. 2 and Fig. 3, the filter achieves steady state performance 

quickly after only 0.4 orbits. The EKF, and SEKF in addition to all of the suggested algorithms can 

reach convergence, even when encountering significant initial attitude estimation errors commonly 

experienced in the detumbling mode. Therefore, these algorithms can be applied during any 

operational mode of the spacecraft, regardless of whether it is a high accuracy or low accuracy mode. 

Computations were performed using a personal computer equipped with a Core (TM) i7 CPU with a 

processing speed of 2.6 GHz and 8 GB of RAM. The MATLAB R2022b environment was used for 

the calculations. 

 

Fig. 2. Time history of spacecraft attitude estimation error for different filters 
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Fig. 3. Time history of spacecraft angular velocity estimation error for different filters 

Table 1 displays the execution time of the developed estimation algorithms and their 

corresponding accuracies. As shown in Table 1, PSELIKA has the lowest estimation errors and 

execution time and the least maximum eigenvalue. Thus, its performance is considered as the best 

performance because it has the best key performance indices. As depicted also in Table 1, The EKF, 

and SEKF have nearly the same accuracy levels. DFEKF has an accuracy level better than EKF, and 

SEKF because it doesn’t depend on computing a state transition matrix. This could be done through 

the propagation of (N+1) sigma points. The USKF has an accuracy better than EKF, SEKF, and 

DFEKF because it uses the propagation of (2N+1) sigma points. This results in a more execution time 

and higher accuracy levels. The standard deviations of the estimation errors for all of the estimation 

algorithms have a very low error standard deviation (which are below the value of 0.15) compared to 

the maximum permitted angular error (which is ±7 degrees when using low accuracy operation modes 

and ±0.5 degrees when using high accuracy operation modes) despite the fact that the magnetometer 

has very large measurement error compared to the cited articles (which use normally a magnetometer 

standard deviation of 50 nT, or a maximum of 100 nT). According to the obtained accuracy levels, 

the magnetometer could be used solely to provide all the required attitude information in all of the 

spacecraft operational mode without the need to any other sensor. 

Table 1.  Key performance indices for different filters 

 Yaw angle error 

standard 

deviation (deg.) 

Pitch angle error 

standard 

deviation (deg.) 

Roll angle error 

standard 

deviation (deg.) 

Maximum Eigen 

Value at the end of 

simulation time 

Average 

Execution 

time (s) 

EKF 0.14 0.0548 0.131 9.8x10-6 0.0541 

DFEKF 0.1283 0.0551 0.1283 0.3297 0.0584 

PSELIKA 0.0143 0.0034 0.0154 1.3131x10-7 0.0536 

USKF 0.0547 0.0549 0.1361 0.9372 0.0715 

SEKF 0.1402 0.0547 0.131 0.2288 0.0538 

 

Time history of the processor execution time can be seen in Fig. 4. It is clear that, on average, 

SEKF requires less execution time when compared to EKF. Specifically, on the aforementioned 

hardware configuration, the average execution time of the SEKF algorithm is 0.0538 seconds. 



ISSN 2775-2658 
International Journal of Robotics and Control Systems 

445 
Vol. 3, No. 3, 2023, pp. 433-448 

  

 

Tamer Mekky Ahmed Habib (Magnetometer-Only Kalman Filter Based Algorithms for High Accuracy Spacecraft 

Attitude Estimation (A Comparative Analysis)) 

 

Additionally, in a separate study [30], a filter named the 𝛼𝛽 filter was proposed and compared to EKF. 

The execution times for the EKF and 𝛼𝛽 filters on a personal computer (PC) were measured to be 

0.74 and 0.39 seconds, respectively. By comparing these values to the execution time of the developed 

SEKF algorithm in the current research (which is 0.0537 seconds), we can see the significant 

improvement in performance of the SEKF algorithm. It is important to note that the hardware and 

software configurations between the current research and the previous study in [30] are different, but 

the results clearly indicate the superior performance of the developed SEKF algorithm. Furthermore, 

all of the developed algorithms in this research does not rely on small angles approximations. 

Therefore, they are capable of handling large initial attitude estimation errors and still converge. The 

graph in Fig. 5 displays the change in the magnitude of the maximum eigenvalue of the matrix, Θ, 

over time. As depicted in the graph, the magnitude of the maximum eigenvalue of the matrix, Θ, 

becomes less than one after one orbital period and continues to decrease as time elapses. This indicates 

that the estimator is converging at a faster rate, leading to improved performance. 

Based on the results obtained, the accuracy level obtained in the current manuscript is about 0.14o 

in the worst case which is much better than the typical value of 0.5o. Thus, the developed algorithms 

could utilize magnetometer as a sole spacecraft attitude sensor and provide the spacecraft with the 

prescribed accuracy levels. This in turn: 

1- Eliminates the need for other expensive, heavy, complex, and electric power consuming sensors 

which are usually utilized to provide such accuracy level. 

2- Minimizes the spacecraft electrical power requirements. 

3- Minimizes excessive weight and cost of sensors. 

4- Minimizes the weight of the spacecraft power subsystem. 

5- Increases the accuracy of the AOCS. 

6- Increases the life time and reliability of the spacecraft due to the absence of complicated sensors 

7- Reduces total spacecraft weight which means a reduction in the spacecraft launch cost. 

8- Enhances the ability of the spacecraft to execute any required attitude maneuver in space. 

 

 

Fig. 4. Execution time for different filters 
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Fig. 5. Maximum eigenvalue time history for different filters 

Thus, the current study provided better accuracy levels as depicted in Table 1 for the PSLEIKA, 

USKF, and DFEKF compared to (SEKF) developed in [2], and EKF developed in [17]. The superior 

performance metrics obtained by PSLEIKA makes it an attractive solution for the problem at hand in 

terms of its accuracy, and execution tome on-board the spacecraft compared to USKF, and DFEKF. 

4. Conclusion 

Algorithms for estimating the angles and angular velocities of a spacecraft are developed using 

only measurements from a three-axis magnetometer based on PSELIKA, USKF, and DFEKF. These 

algorithms are based on KF formulation and have been compared to an EKF, and SEKF. The 

developed algorithms can provide an attitude accuracy of at least 0.14o or better in each axis. This 

accuracy level means that the algorithm can be used without the need for additional sensors, reducing 

the overall cost of the spacecraft mission while still maintaining the same level of accuracy, higher 

reliability, and lifespan. The need for additional Attitude and Orbit Control System (AOCS) devices, 

such as star sensors or gyroscopes, is eliminated due to the high accuracy levels obtained. The 

developed algorithms don't assume small angle approximations. Quaternion vectors are used to 

represent the spacecraft's attitude because they don't experience singularity problems at large attitude 

angles. As a result, the algorithms can still converge even with very large initial attitude estimation 

errors of 85 degrees, 170 degrees, and -165 degrees for pitch, roll, and yaw respectively. Convergence 

is achieved with high accuracy levels much better than 0.5o. The achieved accuracy (which is much 

better than0.5o), execution time (which is 0.0715s in the worst case), and convergence capabilities 

allow the proposed algorithms to function in all operational modes of the spacecraft. Observability 

and convergence rates of the presented algorithms have been assessed using Floquet theory, and the 

maximum obtained eigenvalue of matrix, 𝛩, have a magnitude smaller than one after only one orbit. 

This indicates a good convergence rate and stability for the estimators. The best estimation error 

performance is achieved by PSELIKA in terms of all of the performance measures. 

The author plans to conduct further research by implementing the newly developed algorithms 

within a hardware-in-the-loop simulator (HIL). Following successful testing within HIL, the next step 

will involve deploying the algorithms as reserve options for a real spacecraft mission which is 

currently under development by the National Authority for Remote Sensing and Space Sciences 

(NARSS). Once the effectiveness of the reserve algorithms has been validated, the developed 

algorithms could be used as a standalone system for the mission. In addition, the developed algorithms 

in the current research article could be used to provide training data set. Thus, they will be combined 
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with AI algorithms presented in Refs [19]-[26] to provide an integrated solution for the spacecraft 

AOCS. 
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