
IJRCS 
International Journal of Robotics and Control Systems 

 
Vol. 3, No. 2, 2023, pp. 304-314 

ISSN 2775-2658 

http://pubs2.ascee.org/index.php/ijrcs 

 

 

       http://dx.doi.org/10.31763/ijrcs.v3i2.975 ijrcs@ascee.org   

  

Proportional Derivative – Type Iterative Learning Algorithm for 

a Motion Control System 

Duong Thi Thanh Huyen a,1, Vu Van Hoc b,2,*, Nguyen Thi Thanh Hoa c,3 

a Thai Nguyen University of Technology, Thai Nguyen 250000, Vietnam  
bHanoi University of Science and Technology, Hanoi 100000, Vietnam, 
c Hung Vuong University, Phu Tho 290000, Vietnam 
1 duonghuyen-tdh@tnut.edu.vn; 2 vuvanhoc69@gmail.com; 3 nguyenthithanhhoa@hvu.edu.vn 

* Corresponding Author 

 

1. Introduction 

Motion control is very popular in automated control systems. It provides the means to move the 

machine tooling or the part itself in a controlled and often precise, linear or rotary manner. It is an 

important part of robotics and CNC machine tools and is widely used in packaging, printing, textile, 

and other industrial applications. A motion controller contains the target positions and motion profiles 

for the application and creates the trajectories for the motor and/or actuator. Motion control is often a 

closed loop, so it monitors the actual path and corrects for position or velocity errors. They can be 

quite complicated because many different factors have to be considered in the design, such as 

reduction of the influence of plant disturbances, attenuation of the effect of measurement noise, and 

variations as well as uncertainties in plant behavior. 

A conventional PID controller is first considered. For this type of controller, low PID gains are 

suggested to reduce the effect of measurement noise suggests, while high PID gains are recommended 

to attenuate the process disturbances. However, the requirements of reducing noises and disturbances 
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cannot be achieved simultaneously [1], [2]. This is the limitation of the PID controller. To overcome 

this problem, advanced controllers are proposed. 

An adaptive control system is a system in which the structure and parameters of the controller 

can be changed according to the variation of the system so that the specified requirements are ensured 

[3], [4]. The model-reference adaptive system (MRAS)-based learning feedforward control (LFFC) 

aims to acquire the inverse dynamics of the plant. The idea of LFFC using MRAS-based adaptive 

components was proposed in [2], [5]. With feedforward control, the state-dependent disturbances can 

be compensated before they have time to affect the system. The control action for disturbance rejection 

is obtained from the feed-forward path output. The MRAS-based LFFC can be applied to arbitrary 

motion profiles. 

Iterative learning control (ILC) has been an active research area for more than three decades. The 

paper of Arimoto and co-authors [8], [9], is often referred to as the main source of inspiration for 

research in this area. Several papers have also been written during this period [10]-[12]. The main idea 

of ILC is based on the notion that the performance of a system that executes the same task multiple 

times can be improved by learning from previous executions. In other words, ILC systems are applied 

to repetitive tasks over a specific finite time interval. The control input for a trial is updated using the 

information from the previous trial to iteratively compensate for complex interactions. This is an 

intelligent controller. It has the ability to learn, memorize and improve the quality in the next cycle. 

They have been very successfully applied in the robotics industry [13]-[16], calculating for CNC 

machines [17], moving wafers [18]-[20], injection molding machines [21], [22], metal casting 

machines [23], [24], cold rolling mills [25], [26], electromechanical valve actuator [27]-[29], locking 

brakes [30], [31], a Class of Distributed Parameter System [32]-[34] and many other fields [35]-[45]. 

The aim of this paper is to introduce an iterative learning control algorithm for motion control 

systems so that the tracking performance of the system using the MRAS-based LFFC will be 

improved. The reference trajectory of the mass is predetermined. Compared to a well-designed 

feedback and feedforward controller, ILC has several advantages [6], [11], [36]. A feedback regulator 

has to react to inputs and disturbances. Therefore, it always has a lag in transient tracking. This lag 

can be eliminated by a feedforward controller, but only for known or measurable signals. ILC is 

anticipatory and can compensate for exogenous signals, such as repeating disturbances, by learning 

from previous iterations. In ILC, the exogenous signals are not required to be known or measured but 

repeated from iteration to iteration. Since ILC cannot deal with unanticipated and nonrepeating 

disturbances, a feedback regulator is proposed to be used in combination with ILC. 

The remainder of this paper is organized as follows: the dynamic characteristic of the setup is 

analyzed for testing the results of the controller in Section II. In order to eliminate positional 

inaccuracy due to reproducible disturbances and model uncertainty and systems with variable 

parameters and nonlinear behavior in the system dynamics, an MRAS-based LFFC controller is 

presented in Section III, and ILC is introduced in Section IV. Simulation results are shown in Section 

V. Finally, conclusions are given in Section VI.  

2. Mathematical Model of the Setup 

The setup designed for the purpose of testing the results of the controller is shown in Fig. 1. The 

mechanical part of the setup is designed to mimic printer technology. It consists of a slider that can 

move backward and forward over a rail. A DC motor, rail, and slider are fixed on a frame. A computer-

based control system has been implemented with software generated by MATLAB [2]. Fig. 2 shows 

a second-order model of this setup.  

The Damper component represents viscous and Coulomb friction. Coulomb friction always 

opposes the relative motion and is simply modeled as: 

 𝐹𝑐 = 𝑑𝑐 . 𝑡𝑎𝑛ℎ(1000. �̇�) (1) 

where 𝑑𝑐 is the Coulomb parameter of the Damper element, �̇� is the velocity of the load. Viscous 

friction is proportional to the velocity. It is normally described as 
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 𝐹𝑣 = 𝑑. �̇� (2) 

 

 

Fig. 1. The configuration of the setup 

 

Fig. 2. Second-order model of the setup [2] 

The mathematical expression for the combination of viscous and Coulomb friction is 

 𝐹 = 𝐹𝑣 + 𝐹𝑐 = 𝑑. �̇� + 𝑑𝑐 . 𝑡𝑎𝑛ℎ(1000. �̇�) (3) 

When the nonlinear friction term of the Damper element is disregarded, a second-order approximation 

model is obtained with a state-space description as given in Formula (4). 
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 (4) 

where 𝑣𝐿 
is the velocity of the load; 𝑥𝐿 is the position of the load, and 𝐹 is the applied force on the 

process.  

3. PD regulator Combined with an MRAS-based LFFC 

In order to eliminate positional inaccuracy due to reproducible disturbances and model 

uncertainty, a learning feed-forward controller structure that consists of feedback and a feedforward 

controller is considered [7]. The control structure, which consists of a PD regulator and an MRAS-

based LFFC, was introduced in [9]. The approach seeks to benefit the systems with variable 

parameters and nonlinear behavior in the system dynamics. The detail of designing MRAS-based 

LFFC can be found in [2]. Fig. 3 shows the block diagram of this controller. 

 
Fig. 3. LFFC combined with PD regulator [2]. 

As can be seen in Fig. 3, the learning signal is determined by the difference between the output 

of the reference model and the process. The feedback used to compensate for random disturbances 

thus also generates the learning signal for the learning mecha feed-forward parameters 𝑎𝑚, 𝑏𝑚, 𝑐𝑚, 
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and 𝑑𝑚, such that they converge to ideal values that cause the process response to match the response 

of the reference model [9]. 

4. Iterative Learning Control 

The main idea of ILC is to utilize the situation that the system to be controlled will carry out the 

same task over and over again. It will then be possible to gradually improve the performance of the 

control system by using the results from the previous iterations when choosing the input signal for the 

next iteration. The type of learning in ILC differs from other learning strategies, such as neural 

networks and adaptive controllers. That is, instead of learning the model or controller, which is a 

system, ILC learns the control input, which is a signal [6]. 

4.1. Open Loop Iterative Learning Control 

To illustrate the basic idea, an open-loop ILC is considered. For simplicity, we consider a servo 

problem and neglect the load disturbance [37], [40]-[45]. 

At iteration 𝑘, the output 𝑌𝑘(𝑠) is: 

 𝑌𝑘(𝑠) =  𝐺(𝑠). 𝑈𝑘(𝑠) (5) 

The error signal: 

 𝐸𝑘(𝑠) =  𝑌𝐷(𝑠) − 𝑌𝑘(𝑠) (6) 

The basic structure of an ILC is shown in Fig. 4. The input signal 𝑈𝑘(𝑠), 𝐺(𝑠) denotes the transfer 

function and the error signal 𝐸𝑘(𝑠) between reference trajectory 𝑌𝐷(𝑠) and system output 𝑌𝑘(𝑠) are 

stored in memory. The input signal for the next iteration is computed based on 𝑈𝑘(𝑠) and 𝐸𝑘(𝑠) to 

improve the system's performance. That is: 𝑈𝑘+1(𝑠) = 𝑓(𝑈𝑘(𝑠), 𝐸𝑘(𝑠)). In [6] and [7], the authors 

introduced some popular ILC design techniques that can be used in practical systems: PD-type design, 

plant inversion methods, quadratically optimal design (Q-ILC), and current iterative learning control. 

For simplicity, we consider the update equation: 

 𝑈𝑘+1(𝑠) = 𝑈𝑘(𝑠) + 𝐻(𝑠)𝐸𝑘(𝑠) (7) 

 

Plant
-

MemoryILC

+

 

Fig. 4. Block diagram of basic iterative learning control. 

where 𝐻(𝑠) is a filter. Different choices of the filter 𝐻(𝑠) have been discussed in the literature. The 

simplest form is, of course, to use a constant: 

 𝐻(𝑠) = 𝐾𝑝 (8) 

In [9], the derivative of the error signal is used: 

 𝐻(𝑠) = 𝐾𝑑𝑠 (9) 

A combination of these two alternatives gives a PD-typed ILC algorithm: 

 𝐻(𝑠) = 𝐾𝑝 + 𝐾𝑑𝑠 (10) 

Investigating what happens with the error signal when iterations continue, we consider the following: 
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 𝐸𝑘+1(𝑠) = 𝑌𝐷(𝑠) − 𝑌𝑘+1(𝑠) = 𝑌𝐷(𝑠) − 𝐺(𝑠). 𝑈𝑘+1(𝑠) (11) 

Using [6], we have:  

 𝐸𝑘+1(𝑠) = 𝑌𝐷(𝑠) − 𝐺(𝑠)𝑈𝑘(𝑠) − 𝐺(𝑠)𝐻(𝑠)𝐸𝑘(𝑠) 

= 𝐸𝑘(𝑠) − 𝐺(𝑠)𝐻(𝑠)𝐸𝑘(𝑠) 

= (1 − 𝐺(𝑠)𝐻(𝑠))𝐸𝑘(𝑠) 

(12) 

In the continuous-time open loop case, we see that with: 

 |1 − 𝐺(𝑗𝜔)𝐻(𝑗𝜔)| < 1         ∀ 𝜔 (13) 

The error will approach zero, and hence to output signal will follow the reference exactly. The 

condition in (13) means that the Nyquist diagram 𝐺(𝑗𝜔)𝐻(𝑗𝜔) has to be inside a circle of radius one 

with the center at one. This circle is denoted learning circle. 

4.2. Closed Loop Iterative Learning Control 

In this article, we consider an ILC in combination with conventional feedback, as discussed in 

[37]. Fig. 5 shows the proposed controller, which consists of ILC combined with a PD feedback 

regulator. The basic idea here is also that the system performs the same movement repeatedly, and a 

correction signal ∆𝑢𝑘 is updated after each iteration. 

GF
-

+ +

+

 
Fig. 5. ILC combined with a feedback regulator. 

Different types of feedback may be included in this structure, and the most common case is a PD 

regulator. Alternative control methods, such as the state space approach, have also been used [38]. 

According to the block diagram, the input signal is now given by: 

 𝑈𝑘(𝑠) = 𝐹(𝑠)(𝑌𝐷(𝑠) − 𝑌𝑘(𝑠)) + ∆𝑈𝑘(𝑠) (14) 

So, the output of the closed-loop system: 

 
𝑌𝑘(𝑠) =

1

1 + 𝐹(𝑠)𝐺(𝑠)
(𝐹(𝑠)𝐺(𝑠)𝑌𝐷(𝑠) + 𝐺(𝑠)∆𝑈𝑘(𝑠)) (15) 

Using the output of the feedback regulator as an error signal, as shown in Fig. 5. That is,  

 𝐸𝑘(𝑠) = 𝐹(𝑠). (𝑌𝐷(𝑠) − 𝑌𝑘(𝑠)) (16) 

which using (15), gives: 

 𝐸𝑘(𝑠) = 𝐺𝐶(𝑠)(𝐺
−1(𝑠)𝑌𝐷(𝑠) − ∆𝑈𝑘(𝑠)) (17) 

Where 

 
𝐺𝐶(𝑠) =

𝐹(𝑠)𝐺(𝑠)

1 + 𝐹(𝑠)𝐺(𝑠)
 (18) 

is the transfer function of the closed-loop system. 

Initially, we shall consider the same updating algorithm as in the open loop case. That is: 

 𝑈𝑘+1(𝑠) = 𝑈𝑘(𝑠) + 𝐻(𝑠)𝐸𝑘(𝑠) (19) 

Using (19), we obtained the following: 
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 𝐸𝑘+1(𝑠) = 𝐺𝐶(𝑠)𝐺
−1(𝑠)𝑌𝐷(𝑠) − 𝐺𝐶(𝑠)∆𝑈𝑘+1(𝑠) (20) 

which inserting (20) gives: 

 𝐸𝑘+1(𝑠) = 𝐺𝐶(𝑠)𝐺
−1(𝑠)𝑌𝐷(𝑠) − 𝐺𝐶(𝑠)∆𝑈𝑘(𝑠) − 𝐺𝐶(𝑠)𝐻(𝑠)𝐸𝑘(𝑠) 

= 𝐸𝑘(𝑠) − 𝐺𝐶(𝑠)𝐻(𝑠)𝐸𝑘(𝑠) 
(21) 

Hence: 

 𝐸𝑘+1(𝑠) = (1 − 𝐺𝐶(𝑠)𝐻(𝑠))𝐸𝑘(𝑠) (22) 

Similar to the open loop case, we see that with: 

 |1 − 𝐺𝐶(𝑠)𝐻(𝑠)| < 1    ∀ 𝜔 (23) 

The error will approach zero. The condition is the same as for the open-loop case. The only difference 

is that the open loop transfer function 𝐺(𝑠) has been replaced by the closed-loop transfer function. 

5. Simulation results 

The Plant parameters are set up in Table 1. Fig. 6 and Fig. 7 show the simulation results of the 

feedback regulator and of the LFFC in combination with the feedback regulator. We can see that both 

controllers work well, but the LFFC combined with a PD regulator gives a better tracking 

performance, with a tracking error is less than 3. 10−3 [m], while the tracking error of the PD-only 

controller is less than 7. 10−3 [m]. 

Table 1.  Plant parameters of the setup 

Element Parameter Value 
Motor-Gain Motor constant 5.7 N/A 

Frame Mass of the frame 0.8 kg 

Frame Flex Spring constant 6 kN/m 

Frame Flex Damping in frame 6 Ns/m 

Motor - Inertia The inertia of the motor 1e-5 kg 

Load Mass of slider 0.3kg 

Belt Flex Spring constant 80 kN/m 

Belt Flex Damping in belt 1 Ns/m 

Damper Viscous friction 3 Ns/m 

Damper Coulomb friction 0.5 N 

 

 
Fig. 6. Simulation results of feedback regulator. 
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Fig. 7. Simulation results of LFFC in combination with feedback regulator. 

The result from running LFFC is used as initial data for the ILC. The simulation result of the ILC 

combined with the PD regulator is shown in Fig. 8. To assess the control performance, the evolution 

of the norm of the tracking error over iterations is used, where: 

 𝜖[𝑖] = ∑‖𝑟𝑘 − 𝑦𝑘‖2

𝑁−1

𝑘=0

. (7) 

This evolution can be influenced by 𝐾𝑝 and 𝐾𝑑 of the PD-typed ILC control algorithm. In the left 

figure, the output is almost overlapping the reference. In the right one, we can see that the norm of 

error decreases quickly after each iteration.  

 
Fig. 8. Simulation results of ILC in combination with feedback regulator. 

A major issue that needs to be considered when applying ILC is convergence. That is, the iterative 

update of the input signal converges to a signal giving good performance. The convergence aspects 

were discussed already in [10], where some convergence criteria were derived. In this project, the 

learning process can be stopped when the tracking performance is met. Fig. 9 shows the result of the 

last iteration. The figure indicates a very small tracking error, less than 2. 10−4 [m]. In comparison 
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with the LFFC controller in the first iteration, the tracking error when using ILC is decreased almost 

more than times. This value can be improved for a larger number of iterations. 

A disturbance is added to the system at 𝑡 = 8 [𝑠]. In Fig. 6 and Fig. 7, we can see that disturbance 

increases tracking error. This disturbance in the ILC controller, however, is eliminated and does not 

affect the tracking error, as shown in Fig. 9. This is another advantage of the ILC controller. 

 
Fig. 9. Simulation of the last iteration of ILC. 

6. Conclusion 

In this paper, an introduction to the area of iterative learning control has been given. The basic 

principles behind the use of ILC in both open-loop and closed-loop control have been discussed. The 

main objective of this study is to apply iterative learning control design methodologies for motion 

control systems. Simulation results show that by learning from previous iterations, tracking 

performance is significantly improved. Since ILC cannot deal with unanticipated and nonrepeating 

disturbances, a feedback regulator is proposed to be used in combination with ILC. Improvement of 

robustness and improvement of the rate of convergence by using more complicated performance 

criteria. Results of iterative learning control simulation indicate that the algorithm possesses 

robustness to a useful degree. This issue is a topic of present research and will be addressed in future 

publications. The proposed ILC is not an optimal solution. Optimal ILC and implementation in the 

setup will be future works. 
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