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ABSTRACT

This paper establishes a new mechanism to stabilize plants using reduced or-
der reset controllers. The proposed method uses state feedback to change
the dynamics of plants to guarantee oscillation behavior instead of stability,
then the reset mechanism will lead to stability. We show that the base system
could be unstable while the reset mechanism drives the states to the equilib-
rium point. The order of the reset controller equals the rank of the plant’s
input matrix. We show that the controller dynamics force some states to con-
verge to the equilibrium point within a finite time. The behavior of the rest of
the plant’s states depends greatly on the selection of the state feedback gain
which can be selected by any appropriate conventional method. Moreover, the
stability of reset time-delay systems is addressed based on a similar theorem
of the Lyapunov-Krasovskii theory. Sufficient conditions are given in terms
of linear matrix inequalities to guarantee asymptotic stability of the overall
dynamics. Simulation results are presented to demonstrate the effectiveness
of the proposed reset approaches.

This is an open access article under the CC-BY-SA license.

1. Introduction

Dynamical systems usually demand-control theory to carry out user specifications in terms of per-
formance and stability. Most of the control methodologies that have been investigated over decades
are devoted to analyzing control laws that have similar nature to the controlled process. On one hand,
technological advancement allows researchers to utilize controllers with continuous and discrete dy-
namics, i.e. mixed dynamics. Such systems exhibit continuous dynamics and discrete jumps. This
class of controllers, reset controllers, provides advantages over the conventional ones since it has
richer dynamics. On the other hand, the use of controllers that compromise dynamics different from
the controlled plant leads to complexity, and its implementation might become more sophisticated.

Recently reset or impulsive control has been addressed through various works in an attempt to
provide flexible tools to a good performance [1], [2], [3], [4], [5], [6], [7]. The origin of reset control
systems dates back to the nonlinear Clegg integrator, see [8]. The Clegg controller was investigated
in order to overcome the time lag appeared due to linear integrators. The reset condition accompa-
nied with Clegg integrator that causes the state to vanish usually is satisfied when its input vanishes.
Another important advancement of reset systems, first order reset element (FORE), is introduced
by Horowitz [9]. FORE is simply modeled by a first order continuous dynamics with a particular
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reset mechanism. Stability of reset time delay systems can be addressed based on a similar theo-
rem of Lyapunov-Krasovskii theory. The idea of reset techniques have attracted attention of many
researchers [10], [11], [12], [13], [14], [15].

The reset surface can be defined as a monotone sequence of time, and the dynamics can be treated
as an impulsive dynamical system [16]. Generally, reset control framework is based on the theory
of impulsive control systems. Reset control systems can be characterized by three components, con-
tinuous flow dynamics, discrete jumps, and reset rule. The continuous flow is defined by a set of
differential equations that characterize the evolution of the system between consecutive jumps. The
discrete jumps represent the abrupt change in the trajectories. Reset rule governs the switching be-
tween the discrete jumps and continuous flow. Although the design of reset controllers could improve
the performance and stabilize unstable plants, it has been clear that the design procedures must be
done with care because it may degrade the performance and destabilize processes [17]. As reported
in literature, reset control systems represents a jump behaviour in which the system state resets at the
instant it crosses a defined reset surface. Reset control systems are similar in some sense to switched
systems, are classified as a particular class of hybrid dynamical systems [18]. Although both types
of control systems are hybrid but are intrinsically different. With this in mind, reset control systems
represents a discontinuous behaviour in which the system states reset when the reset surface is hit.

Lyapunov based approach [19], [20], [21], [22], and also passivity based methods [23], [24], [25]
are used to investigate the stability of time delay rest systems. Some theoretical tools is devoted
to investigate reset systems with time-delay in [26] according to Lyapunov-Krasovskii theory. The
design of control laws are usually used to improve the performance, but the reset technique should
be designed carefully since it may destabilize the systems. Although reset controllers show more
advantages over conventional linear controllers, several drawbacks and challenges could arise. On one
hand, reset controller may destabilize a stable base control system if inappropriate reset sequence is
applied. This means that reset systems must be designed carefully in order to improve the performance
specifications. On the other hand, it might be there exists linear controller performs better than the
reset controller. However, linear control theory have more limitations that makes the design of linear
controller very challenging or impossible [12].

The methodology of designing a rest control law usually makes more demands than other clas-
sical ones. These demands emerge in selecting the reset laws and the states to be reset as well as
the dynamics of its continuous flow. This paper proposes relatively simple procedures that can sta-
bilize the system and decreases the settling time efficiently. While concentrating on developing reset
systems methods, the main contributions of this article are:

1. The proposed reset technique considers base dynamics which is not necessary stable, different
from existing results that assumes stability of the base dynamics.

2. Our methodology forces a number of states to reach the equilibrium point in a finite time
whereas most of the existing reset-controllers require infinite time to drive the states to the
equilibrium.

3. The proposed method adds a substantial contribution in terms of reset control design rather
than on reset analysis and hence our approach can be remarkably used to design more effective
reset controllers to meet a predefined performance objective.

4. An extending results are given to investigate observer-based reset-control systems with delay-
delays. Sufficient conditions in terms of linear matrix inequalities are derived to obtain con-
troller and observer gain matrices.

Notations: In this paper, Rn represent the n-dimensional Euclidean space. We use ST and S−1 to
represent the transpose and inverse of the matrix, respectively. We use S > 0 to represent a symmetric
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positive definite 2 matrix. The n dimensional identity matrix is denoted by In. Matrices are assumed
to have compatible dimensions if their dimensions are not explicitly stated. In symmetric real block
matrices, we use the symbol • to denote elements that are induced by symmetry.

2. Problem Formulation

Consider a plant described by the following linear time invariant dynamics:

ẋ(t) = Apx(t) +Bpu(t) (1)

where Ap ∈ Rn×n, and Bp ∈ Rn×m. The input matrix Bp is assumed to be a full column rank matrix.
The proposed reset controller that stabilizes the plant (1) is given by the following dynamics.

ẋr(t) = Ar1xp(t) +Ar2xr(t)

xr
(
t+

)
= Aρ1xp(t) +Aρ2xr(t)

(2)

where xr(t) ∈ Rm is the state vector of the controller, Ar1 ∈ Rm×n, and Ar2 ∈ Rm×m. Since xr(t)
is the controller state, it can be used as a fully resettable state. xr (t+) represents the after reset state,
which is updated when some predefined condition holds. The dynamics of the reset controller and the
plant can be written as:

ẋ(t) = Apxp(t) +Bpu(t)

ẋr(t) = Ar1xp(t) +Ar2xr(t), (xp, xr, τ) /∈ R
τ̇(t) = 1,

xp(t
+) = xp(t),

xr(t
+) = Aρ1xp(t) +Aρ2xr(t) (xp, xr, τ) ∈ R

τ(t+) = 0,

where R is the reset surface and τ(t) is a time regulation parameter. The parameter τ(t) is used to
regulate the reset instants in order to avoid Zeno behavior. Zeno solution occurs if the state encounters
the reset surface more than once at the same instant. The reset mechanism is activated immediately
when the trajectory of the reset system hits the surface R. Let u(t) = Kxp(t) + Lxr(t), then the
overall reset control system becomes{

ẋ(t) = Ax(t), τ̇(t) = 1, (xp, xr, τ) /∈ R
x
(
t+

)
= ARx(t), τ

(
t+

)
= 0, (xp, xr, τ) ∈ R

(3)

where

x(t) =

[
xp(t)
xr(t)

]
, A =

[
A+BpK BpL

Ar1 Ar2

]
,

and

AR =

[
I 0

Aρ1 Aρ2

]
The first equation in (3) represents the base system or the so called continuous flow dynamics

while the second equation describe the jump behaviour at reset instants. The asymptotic stability of
the closed loop reset system (3) depends greatly on the structure of its base system. It can be easily
verified that if A is Hurwitz and AR is Schur then the closed loop system is asymptotically stable.
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Moreover, stability of the overall reset system (3) is equivalent to the stability of its base system if the
reset mechanism is not activated at all. However, reset systems with an inappropriate reset sequence
may become unstable even if the base dynamics is stable. On the other hand, a reset mechanism
should be applied if the base system is unstable. To our best knowledge, most of existing results
study reset control methods when the base system is stable. In this paper, new methods are proposed
to stabilize reset systems with unstable base dynamics. In addition, a reduced order controller is given
based on the aforementioned stabilization criterion.

For the time delay reset control case, consider the general dynamics whose continuous flow com-
prises time delay: {

ẋ(t) = f (t, xt)
τ̇(t) = 1,

(t, xt, τ(t)) /∈ R{
x (t+) = I(t)
τ (t+) = 0,

(t, xt, τ(t)) ∈ R{
x(t) = ϕ(t),
τ(t) = 0,

t ∈ [t− τ⋆, t]

(4)

where x(t) ∈ Rn is the state, xt = x(t + θ) denotes the state segment, θ ∈ [−τ⋆, 0] , τ⋆ represents
the maximum time delay, f(t, x) is a general Lipschitz function, I(t) gives the state’s value when the
reset takes place, ϕ(t) represents the initial condition, and the set R ⊆ {R× Rn × R}. The following
proposition with appropriate Lyapunov functional will be used to show the asymptotic behaviour of
time delayed reset systems.

Proposition 1: [26] Suppose f : R×C ([−h, 0],Rn) → Rn in (4) maps R×(continuous functions)
into bounded sets of Rn, and u, v, w : R+ → R+are continuous non decreasing functions such that
u and v are class K functions. If there exists a continuous Lyapunov Krasovskii functional for all
solutions xt of (4) except at the rest instants. V : R+× C ([−h, 0],Rn) → R+such that

u(∥ϕ(0)∥) ≤ V (t, ϕ) ≤ v (∥ϕ∥c) (5)

for any ϕ satisfies ∥ϕ∥c ≤ γ for some positive scalar γ, and in addition, the time derivative and
the difference of V satisfies the following inequalities:

V̇ (t, xt) ≤ −w (∥xt(0)∥) , (xt,∆(t)) /∈ R (6)

∆V (t, xt) ≤ 0, (xt,∆(t)) ∈ R (7)

then the trivial solution of the delay reset system of (4) is uniformly stable. If, in addition, w(s)
is positive for positive s > 0 then the system is uniformly asymptotically stable, where the norm
∥xt∥c = maxθ∈[−τ⋆,0] ∥xt(θ)∥.

In the sequel, the stability of linear time invariant system with reset mechanism is analysed.
Consider the following time delay reset system


ẋ(t) = Ax(t) +Bu(t)

+A1x(t− d) +B1u(t− h) +Dw(t), x(t) /∈ R
x (t+) = Aρ1x(t) x(t) ∈ R

y(t) = C1x(t), z(t) = E1x(t)

(8)

where x(t) ∈ Rn is the state, u(t) ∈ Rm is the control law, w(t) ∈ Rq is the disturbance which
belongs to the space of energy signals, i.e. w(t) ∈ L2[0,∞], d and h represents the amount of delay
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in the state and at the input of the plant, respectively. y(t) ∈ Rp is the output of the plant and z(t) is
the controlled output. The proposed reset observer-based controller is given as

˙̂x(t) = Âx̂(t) + B̂[y(t)− Cx̂(t)]
+C1x̂(t− d) + C2x̂(t− h), x̂(t) /∈ R
x̂ (t+) = Aρ2x(t) +Aρ3 x̂(t) x̂(t) ∈ R

u(t) = Kx̂(t)

(9)

where x̂(t) is the estimate of the state x(t). Let the estimation error be defined by e(t) = x̂(t)− x(t)

and the augmented vector ξ(t) =
[
xT (t), eT (t)

]T
. Then the closed loop system corresponding to

(8) and (9) is given by the following state space model:
ξ̇(t) = Acξ(t) +Bc1ξ(t− d)
+Bc2ξ(t− h) +Dww(t), ξ(t) /∈ R

ξ (t+) = ARξ(t) ξ(t) ∈ R
z(t) = Eξ(t), y = Cξ(t)

(10)

where

Ac =

[
A+BK BK

Â−BK −A Â−BK −BC

]
Bc1 =

[
A1 0
0 A1

]
, Bc2 =

[
B1K B1K
0 0

]
Dw =

[
D
−D

]
, AR =

[
Aρ1 0
Aρ2 Aρ3

]
C =

[
C1 0

]
, E =

[
E1 0

]
To adopt H∞-control in the control synthesis, the following theorems will be used to establish suffi-
cient conditions that guarantee the disturbance rejection.

Theorem 1: [27] The base dynamics of the closed loop system (10) is asymptotically stable and∥∥∥ z(t)
w(t)

∥∥∥
∞

≤ γ, for d, h ≥ 0 and γ > 0 if there exist positive definite matrices P Q1, and Q2 such that
the following ARI is satisfied:

AT
c P + PAc +Q1 +Q2

+ PBc2Q−1
1 BT

c2P + PBc1Q−1
2 BT

c1P
+ ETE + γ−2PDwD

T
wP < 0

(11)

Theorem 2: [28] If there exists a continuously differentiable, positive definite, and radially un-
bounded function V (ξ) : Rn → R such that

2V̇ (ξ) =
∂V

∂x
ξ̇(t) < 0 x /∈ R

∆V (ξ) = V (ARξ)− V (ξ) ≤ 0, x ∈ R

Then the equilibrium state is globally asymptotically stable.

3. Reduced Order Reset Control Systems

Consider the following special type of reset systems, when Aρ1 and Aρ1 are both zero matrices:
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[
ẋa
ẋb

]
=

[
0 I
Λ1 Λ2

] [
xa
xb

]
(xa, xb, τ) /∈ R

τ̇(t) = 1,[
xa (t

+)
xb (t

+)

]
=

[
I 0
0 0

] [
xa
xb

]
(xa, xb, τ) ∈ R

τ (t+) = 0,

(12)

where xa(t) ∈ Rn represents the continuous state without reset effect, xb(t) ∈ Rn is the resettable
state, τ(t) > 0 and Λi = diag (λi1, λi2, . . . , λin) , i = 1, 2 with λij ∈ R Let xa(t) and xb(t) be
partitioned as [xa1(t), . . . , xan(t)] and [xb1(t), . . . , xbn(t)], respectively. It is obvious that the system
is uncoupled and becomes oscillatory if

(
λ2
2i + 4λ1i

)
is negative for all i = 1, 2, . . . , n

Lemma 1 : Let the reset surface in (12) be defined as
R =

{[
xTa (t), x

T
b (t), τ(t)

]T ∈ R2n+1 : τ(t) > τ̄ > 0 and for any i = 0, 1, . . . , n, xai(t) = 0 such

that xbi(t) ̸= 0} where τ̄ = min1≤i≤n {τi} and τi = 1√
−λ2

2i−4λ1i
. If λ2

2i + 4λ1i < 0, for all i =

1, 2, . . . , n, then the states fall exactly into the origin at most within T = nτ⋆ seconds, where τ⋆ =
max1≤i≤n {3τi}

Proof 1 : Since xa(t) and xb(t) are completely decoupled, then every pair of xai and xbi rep-
resents a second order subsystem for all i = 1, 2, . . . , n. Obviously, from linear systems theory,
each subsystem has complex eigenvalues since

(
λ2
2i + 4λ1i

)
is negative, with the angular frequency

ωi =
√

−λ2
2i − 4λ1i/2. Regardless of the real part sign of the eigenvalues, this oscillation guarantees

that xai(t) crosses the zero before time reaches the half-period π
ωi

and then xbi(t) becomes zero after
the reset

If a certain component of xai(t) crosses the zero, then xbi(t) vanishes due to the activation of its
reset. Consequently, both xai(t) and xbi(t) stay at the origin even if other states have not reached the
equilibrium point because the system is completely decoupled. However, xai(t) = 0 can not activate
the resetting because xbi(t) = 0 as stated in R. Every subsystem behaves in a similar manner but
with different settling time depending on its angular frequency and initial conditions. Finally, the
maximum time required to reset a state is less than or equal to the half period π

wi
and the regulation

time τ̄ , i.e. Ti =
π
wi

+ τ̄ . With straight forward calculations, it is easy to show that T = nτ⋆ is the
maximum time required to guarantee all trajectories settled at the origin. This completes the proof.

Now, let Aρ1 = 0 and Aρ2 = diag (1− δ1i, 1− δ2i, . . . , 1− δni), where δji is the Kronecker-
delta function with δji = 1 if j = i, and zero otherwise. This structure of Aρ2 is used to activate
resetting only for the state that hits the reset surface.

Lemma 2: Let the reset surface in (12) be defined as
R =

{[
xTa (t), x

T
b (t), τ(t)

]T ∈ R2n+1 : τ(t) > τ̄ and for any i = 0, 1, . . . , n, xbi(t) = αixai(t) such

that xbi(t) ̸= 0} where, τ̄ = min1≤i≤n {τi} and τi =
1√

−λ2
2i−4λ1i

. If there exists s such that

∣∣∣∣eβis cos

(
ωis+ tan−1

(
βi
ωi

))∣∣∣∣ <
√(

βi
ωi

)2

+ 1

αi =
xbi(s)

xai(s)
, i = 1, 2, . . . , n

(13)

and
λ2
2i + 4λ1i < 0

where, βi = λ2i
2 and ωi =

√
−λ2

2i − 4λ1i/2, then the close loop system (3) is asymptotically stable.

Awatef K. Ali (Reduced Order and Observer-Based Reset Control Systems with Time Delays)



454 International Journal of Robotics and Control Systems
Vol. 2, No. 3, 2022, pp. 448-466

ISSN: 2775-2658

Proof 2: As mentioned previously, every pair xai(t) and xai(t) of second-order-decoupled-
subsystem becomes oscillatory if

(
λ2
2i + 4λ1i

)
is negative for all i = 1, 2, . . . , n. Then the general

solution of xai(t) can be written in the following form:

xai(t) = C1e
βit cos (ωit+ C2) (14)

Without loss of generality, since the continuous flow has linear time invariant dynamics between
reset instants, the initial time t0 is assumed to be zero. Moreover, the initial condition of the resettable
state can be set to zero, i.e. xbi (t0) = 0 for i = 1, . . . , n. Now it is easy to show that the constants

C1 and C2 are given by ωixai(0)/
√

β2
i + ω2

i and tan−1 (βi/ωi) respectively.

Since λ2
2i + 4λ1i < 0, the solution is oscillatory. Hence, the trajectory xai(t) crosses the line

xbi(t) = αixai(t) within a finite time s, for any αi. When this occurs, xbi(t) vanishes because
xbi (s

+) = (1− δii)xbi(s) = 0 while xaj (s
+) = xaj(s), j ̸= i. To ensure the stability of the

trajectories then the following condition must be satisfied:

∣∣xai (s+)∣∣ = |xai(s)| < |xai(0)| (15)

The stability of the system is ensured because Equation (15) is equivalent to |xai (tk+1)| < |xai (tk)|,
where tk+1 − tk = s. Substitute the solution in Equation 14 at time t = s in Equation (15) gives

∣∣∣∣∣∣ ωixai(0)√
β2
i + ω2

i

eβit cos
(
ωit+ tan−1 (βi/ωi)

)∣∣∣∣∣∣ < |xai(0)|

Straight forward calculations shows that this condition is equivalent to Equation (13). This shows that
the point s is independent on the initial condition xai(0) but depends on the dynamics of the system
βi and ωi. Then αi is given at t = s using αi =

xbi(s)
xai(s)

and contraction of the states is guaranteed.
This completes the proof.

Remark 1: It is worth mentioning that the reset surface in Lemma 2 uses linear equation with a
finite slope αi rather than the zero crossing method used in Lemma 1 with infinite slope. This finite
slope imposes a new condition that the decoupled components should have a separate reset rule from
the other ones, i.e. the controller states are not reset at the same instant, but each one resets when its
corresponding condition is satisfied. This is guaranteed by the structure of the reset matrix Aρ2 which
is defined based on the Kronecker-delta function.

Fig. 1 demonstrates how the state xai(t) is contracted by an appropriate resetting surface. It is
clear that the reset surface is linear equation and its slope value is very crucial. In addition, the reset
system is still stable even if the trajectory reverses its direction. Hence, the linear equation of the reset
surface xbi(t) = αixai(t) and xbi(t) = −αixai(t) are equivalent in terms of stability. Consequently,
both of these linear equations can be constructed in the reset surface R to guarantee fast response.
The fast response occurs due to the increase of resets from both sides of the trajectories.

Now, we are in a position to generalize the results to the more general case. Consider the closed
loop reset system (3) to investigate the reduced order reset controller. The following theorem provides
sufficient condition for asymptotic stability of the control system (3) based on a reset controller with
an order reduction.

Theorem 3 : Let Aρ1 and Aρ2 be zero matrices. Let λij ∈ R if there exist matrices Λi =
diag (λi1, λi2, . . . , λim) , i = 1, 2, K,Ar1, Ar2,X and L with appropriate dimensions, and an invert-
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Fig 1. Unstable base system with the reset surface R presented in Lemma 1.

ible matrix T satisfying the following equations:

T (A+BpK)T−1 =

[
0 0
X Astable

]
(16)

TBpL =

[
Im
0

]
(17)

Ar1T
−1 =

[
Λ1 0

]
(18)

Ar2 = Λ2 (19)

Λ2
2 + 4Λ1 < 0 (20)

then the reset control system (3) is asymptotically stabilized using the reset surface R defined in
Lemma 1.

Proof 3: Applying a similarity transformation T1 =

[
T 0
0 Im

]
, with z(t) = T1x(t) to the reset

systems in (3). The instantaneous change of the state at reset instances does not change under the
similarity transformation T1 :

z
(
t+

)
=

[
T 0
0 Im

]
x
(
t+

)
=

[
T 0
0 Im

]
Ax(t)

=

[
T 0
0 Im

] [
In 0
0 0

] [
T 0
0 Im

]−1

z(t)

=

[
In 0
0 0

]
z(t)

(21)
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which is equivalent to the original jump dynamics. Using the same transformation, the continuous
dynamics becomes

ż(t) =

[
T (A+BpK)T−1 TBpL

Ar1T
−1 Ar2

]
z(t) (22)

Using Equations (16), (17), (18) and (19), Equation (22) can be written as:

ż(t) =

 0 0 Im
X Astable 0
Λ1 0 Λ2

 z(t) (23)

Using Equation (21) and another rearranging transformation for continuous dynamics

T2 =

∣∣∣∣∣∣
Im 0 0
0 0 Im
0 In−m 0

∣∣∣∣∣∣, with ζ(t) = T2z(t), the continuous and the discrete dynamics of (3)

becomes

ζ̇(t) =

 0 I 0
Λ1 Λ2 0
X 0 Astable

 ζ(t) (24)

and

ζ̇
(
t+

)
=

 Im 0 0
0 0 0
0 0 In−m

 ζ(t) (25)

respectively Now, partition ζ(t) to be

ζ(t) =
[
ζTa (t) ζTb (t) ζTc (t)

]T (26)

It is obvious that ζc(t) is decoupled from the dynamics of ζa(t) and ζb(t) which means that the
stability of ζa(t) and ζb(t) is independent of the stability of ζc(t). The continuous flow of ζa(t) is
written as

ζ̇c(t) = Astable ζc(t) + X ζa(t) (27)

Since ζc(t) in Equation (27) is not resettable as can be seen from the discrete event in (25), the
asymptotic stability of ζc(t) is guaranteed if ζa(t) is asymptotically stable. And ζa(t) and ζb(t) are
asymptotically stable by Lemma 1 , this implies that ζc(t) is asymptotically stable. This completes
the proof.

Remark 2 : The number of resettable states can be at most equals to the rank of Bp as can be
concluded from equation (17), i.e. m ≤ rankBp ≤ n. Hence, m states of the plant vanish during a
finite time as described in Lemma 1.

It is easy to conclude that TBp has a left inverse because Bp has full column rank while T is
nonsingular. From Equation (17), the following must be satisfied

L =
[
(TBp)

T (TBp)
]−1

(TBp)
T

[
Im
0

]
(28)

The following steps provide a systematic method to obtain the required variables for reduced order
controller using Theorem 3. First of all we determine the rank of the input matrix B in order to select
the reset controller order. Let the order of the reset controller be m. Then, choose a matrix K such
that the eigenvalues of (A+BpK) are m-zeros and n−m stable eigenvalues. The stable eigenvalues
could be chosen using any method like pole-placement or LQR method ... etc. Now we are ready to
obtain the transformation T . Construct Astable using an upper triangle matrix such that it contains the
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same stable eigenvalues of (A+BpK) . Finally, we solve the equations in Theorem (3), keeping in
mind that Λ2 = Ar2.L can be calculated using Equation (28).

Theorem 4: Let Aρ1 be a zero matrix and Aρ2 = diag(1− δ1i, 1− δ2i, . . . , 1− δni) . And the
reset surface in (12) is defined as in Lemma 2. If there exists s satisfies

∣∣∣∣eβis cos

(
ωis+ tan−1

(
βi
ωi

))∣∣∣∣ <
√(

βi
ωi

)2

+ 1 (29)

with

αi =
xbi(s)

xai(s)
, i = 1, 2, . . . , n

and there exist matrices Λi = diag (λi1, λi2, . . . , λim) , i = 1, 2 with λij ∈ R,X , L and an invertible
matrix T such that the following equations are satisfied

λ2
2i + 4λ1i < 0

T (A+BpK)T−1 =

[
0 0
X Astable

]
(30)

TBpL =

[
Im
0

]
(31)

Ar1T
−1 =

[
Λ1 0

]
(32)

Ar2 = Λ2 (33)

Λ2
2 + 4Λ1 < 0, (34)

where, βi = λ2i
2 , then the reset control system (3)is asymptotically stable.

Proof 4: Similar to the proof of Theorem 3, but instead of using Lemma 1 we use Lemma 2 .

4. Observer-Based Reset Control Systems with Delays

The selection of the Lyapunov functional is essential to derive non-conservative sufficient condi-
tions. Utilizing the techniques in the field of time-delay systems with the aid of Proposition (1), gives
the following Theorem.

Theorem 5: The closed loop reset system 10 is asymptotically stable for d, h ≥ 0 with w(t) = 0,
if there exist positive definite matrices P,Q1, and Q2 satisfying the following LMIs:

Z =

 PAc +AT
c P +Q1 +Q2 PBc2 PBc1
• −Q1 0
• • −Q2

 < 0 (35)

W = AT
RPAR − P < 0 (36)

Proof 5: Define the Lyapunov-Krasovskii functional

V (ξt) = ξT (t)Pξ(t) +

∫ t

t−d
ξT (s)Q1ξ

T (s)ds

+

∫ t

t−h
ξT (s)Q2ξ

T (s)ds

(37)
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with positive definite matrices P,Q1 and Q2. Evaluating the incremental of the change of this func-
tion between the reset instance gives:

∆V (ξt) = ξT
(
t+

)
PξT

(
t+

)
− ξT (t)PξT (t)

= ξT (t)
(
AT

RPAR − P
)
ξT (t)

= ξT (t)WξT (t)

(38)

which is guaranteed to be negative if the LMI in (36) is satisfied. Proceeding further, the time deriva-
tive of (37) along the solution of (10) results in:

V̇ (ξt) = ξT (t)
(
PAc +AT

c P +Q1 +Q2

)
ξT (t)

+ ξT (t)PA1ξ
T (t− d) + ξT (t)PBc2ξ

T (t− h)

+ ξT (t− d)AT
1 PξT (t) + ξT (t− h)BT

c2PξT (t)

− ξT (t− d)Q1ξ
T (t− d)

+ ξT (t− h)Q2ξ
T (t− h)

= ηT (t)Zη(t)

(39)

where the augmented state vector η(t) is given by ηT (t) =
[
ξT (t) ξT (t− d) ξT (t− h)

]
and Z is

given by (35). The requirements of Theorem (2) are guaranteed by the negative definiteness of Z and
W . This completes the proof.

The following theorem provides LMI-procedure for stabilization of (8) using state feedback
u(t) = Kx(t).

Theorem 6: The closed loop system (8) is asymptotically stable and
∥∥∥ z(t)
w(t)

∥∥∥
∞

≤ γ, γ > 0 for
d, h ≥ 0 if there exist positive definite matrices, Q2,Q1, and S and an appropriate matrix Y , satisfying
the following LMIs:

SAT +AS +BY
+YTBT +Q1 +Q2 SET

1 B1Y D A1S
• −I 0 0 0
• • −Qh 0 0
• • • −γ2I 0
• • • • −Qd

 < 0 (40)

[
−S SAT

ρ1

• −S

]
< 0 (41)

Moreover, the state feedback controller is given by

u(t) = S−1Yx(t) (42)

Proof 6: Based on Theorems (1), (2) and (5), there exists a state feedback gain K such that the closed
loop system (8) is asymptotically stable if the following inequalities are satisfied:

ATP + PA+Q1 +Q2

+ PB1Q−1
1 BT

1 P + PA1Q−1
2 AT

1 P
+ ET

1 E1 + γ−2PDDTP < 0

(43)

AT
ρ1PAρ1 − P < 0 (44)
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for some positive definite matrix P . Now, setting S = P−1, Y = KS,Q1 = Qd, and Q2 = Qh, and
multiplying both sides of (43) and (44) by S, gives:

SAT +AS +Qd +Qh

+B1SQ−1
1 SBT

1 +A1SQ−1
2 AT

1 S
+ SET

1 E1S + γ−2DDT < 0

(45)

SAT
ρ1S−1Aρ1S − S < 0 (46)

Using Schur complements, LMIs (45) and (46) are equivalent to LMIs (40) and (41), respectively.
This completes the proof.

An alternative dynamic state feedback is now presented using an observer based control paradigm.

Theorem 7: The close loop reset-observer based control system (10) is asymptotically stable and∥∥∥ z(t)
w(t)

∥∥∥
∞

≤ γ, γ > 0 for d, h ≥ 0 if there exist positive definite matrices X ,Qh1 Qh2,Qd1,Qd2 and
S and an appropriate matrix Y , satisfying the following LMIs:

Θ1 A1S B̄1Y R
• −Qd1 0 0
• • −Qd2 0
• • • −J

 < 0 (47)


Θ2 XN A1X D̄
• −I 0 0
• • −Qll 0
• • • −U

 < 0 (48)


−S 0 AT

ρ1 AT
ρ2

• −X 0 AT
ρ3

• • −S 0
• • • −X

 < 0 (49)

where
Θ1 = AS + SAT +BY + YTBT +Qd1 +Qh2

Θ2 = AeX + XAT
e +Qll +Qd1

Ae = A0 + γ−2DDTS−1

B̄1 = [B1B1] ,Qd2 = [Qd2Qh2] D̄ =
[
DCTMT

]
NNT =[

ϕI − S−1(BY + YTBT t)S−1
]

and U =
[
γ2I

]
.

Moreover, the base dynamics of the observer-based reset-controller is obtained as follows
ξ̇(t) =

(
A+BYS−1 + γ−2DDTS−1

−XS−TYTBTDw

)
ξ(t) +R[y(t)− Cξ(t)]

+Bc1ξ(t− d) +B1YS−1ξ(t− h), ξ(t) /∈ R
ξ (t+) = ARξ(t) x(t) ∈ R

Proof 7: The proof is similar to the proof of Theorem 6.
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5. Simulation Results

In this section, a second order linear system is used to illustrate that the presented strategy in this
note is effective. Firstly, we consider a mass spring system in order to show how the reduced order
reset control mechanism can be implemented. Let the spring-constant and damping-parameter values
be k = 1 and fv, respectively. The state space dynamics of the mass-spring systems becomes:

ẋ(t) =

[
0 1
−1 −1

]
x(t) +

[
0
1

]
F (t) (50)

Since the rank of Bp is unity, the reset controller can be designed with first order dynamics.
According step 2, we use the pole placement method to obtain a state feedback gain K = [−1,−2] in
order to get (0,−1) eigenvalues. Solving the equations in Theorem (3) using Procedure 1 gives L =
−1, Astable = −1. Note that X is arbitrary, the similarity transformation T is given by

T =

[
−0.5 −0.5
−0.5 0.5

]
(51)

when X = 1. Let λ1 = −10 and λ2 = 2 are chosen according to Lemma (1), so we can obtain the
controller parameters Ar1 =

[
5 5

]
and Ar2 = 2. Then the angular frequency ω = 2 that restricts

the regulation time to be less than 0.785 seconds.

Fig. 2 displays the state response of the reset control system in the transformed form (24) with
regulated parameter τ = 0.7. It is obvious that the controller state ζb(t) is reset to zero when the
other state ζa(t) vanishes. Moreover, the decoupled state ζc(t) is slower than the state ζa(t) that is
intimately related to the reset state ζb(t). The settling time of the decoupled state can be decreased by
changing its closed loop eigenvalues, i.e. eigenvalues of Astable .

For a larger value of τ̄ the system will postpone the resetting event which might cause a non-
acceptable increase in the state magnitude as can be seen in Fig. 3 when τ̄ = 2. It is apparent that the
zero crossing occurs before the first second but the reset controller ignores it since the time progress
does not exceed the maximum of the regulated variable. This situation is demonstrated using Fig.
4 where the focus continues to cross the zero state but this cause an increase in the state magnitude
which must be eliminated. The response of the Transformed reset control system is shown in Fig. 5.

For the full order reset control system with time delay (8), consider the following matrices:

A =

[
−2 0
1 −1

]
, B =

[
2
1

]
B1 =

[
10

0− 1

]
, Dw =

[
1 0
0 1

]
C =

[
1 0

]
, E =

[
1 0

]
Aρ1 =

[
1 0
0 0

]
Fig. 6 illustrate the response of the dynamical system when the reset controller is not activated.

It can be seen that the system is stable. Its response is slower than the response when the reset
mechanism is activated as demonstrated in Fig. 7.

6. Conclusion

In this paper, the synthesis of the time delay reset systems scheme has been investigated. The
reduced-order control method uses state feedback to change the eigenvalues and then the reset con-
troller generates a new set of complex eigenvalues to guarantee finite-time convergence. It is demon-
strated that unstable base systems can be stabilized using reset mechanisms with very fast responses.
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Fig 2. State response of the reset control system in the transformed form when τ̄ = 0.7

Fig 3. State response of the reset control system in the original form when τ̄ =2
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Fig 4. Oscillation behavior of the designed reset system when τ̄ =2

Fig 5. State response of the reset control system in the transformed form when τ̄ =2
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Fig 6. The trajectory response of the system without the reset methodology

Fig 7. The trajectory response of the system with the reset mechanism
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The methodologies allow users to decouple reset controllers for a set of states and the remaining states
can be designed by classical methods. Based on linear matrix inequalities, we extend the results to
obtain controller gains for time-delay systems. The simulation example demonstrates the effective-
ness of the proposed theoretical results to stabilize unstable systems using reset controllers.
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