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ABSTRACT

In the objective of improving the performance of induction motor operation
and ensuring a robust control against different uncertainties and external dis-
turbances, especially at low-speed regions, this research highlights the main
features of two nonlinear control techniques. First, the control design is based
on the backstepping approach (BSA) with integral action, and then the sliding
mode control (SMC) theory. The BSA principle is to define successive causal
relations in order to construct the control law in a recursive and systematic
way. This allows overcoming the obstacle of the higher-order system’s di-
mension. SMC is designed to drive and then constrain the system state to
lie within a neighborhood of the switching surface, this provides very strong
and inherent robustness to the resulting controllers. The main reason behind
developing the nonlinear control techniques is to ensure a decoupled control
of the machine. Besides, it guarantees the stability of the overall system by
tracking the speed reference with the fewest static error. Moreover, as the sen-
sorless control increases the reliability and decreases the cost of the control
system, an extended Kalman filter is implemented to improve speed and flux
observation. The simulations of all the discussed results have been obtained
by MATLAB/Simulink.

This is an open access article under the CC-BY-SA license.

1. Introduction

Nowadays, AC machines have replaced DC machines in industrial applications because of their
advantages, such as, the reliability and the lack of commutator and brushes which make them able to
work under unfriendly conditions. The most popular AC machines are induction motors (IMs) and
permanent magnet synchronous motors (PMSMs). They are used in various industrial applications,
electric vehicles, and drives. The squirrel-cage induction motor drive, in particular, is widely used
due to its reduced cost and lower maintenance requirement [1].

Most physical systems are by nature non-linear and multivariate, they have inherently intercon-
nected non-linearity in their internal dynamics, particularly the induction motor drives. They have
control problems in speed adjustable contrary to the DC motor due to some reasons: the high order
of internally coupled non-linearity, some state variables are not directly measurable, parameters vari-
ation because of environmental effects, and external load perturbations during its operation. The use
of conventional approaches such as the proportional-integral-differential (PID) controllers to under-
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stand the behavior of those systems by analytical techniques can be inadequate [2][3]. Even at the
initial stages of establishing the mathematical model, the existence of discrepancies between the real
and the developed model for control design is so potential. This has led to an intense interest in the
development of the so-called nonlinear control theory which seeks to solve this problem [4].

Among the most important developed non-linear control strategies in the last few decades: the
backstepping approach (BSA) and the sliding mode theory (SMC). BSA is a non-linear control ap-
proach used to transform a non-linear system into an equivalent linear one, then the possibility of
applying a conventional controller design. This algorithm provides good behavior in steady and dy-
namic states. In addition, it offers also an exact decoupling between the system variables [5][6]. The
application of the aforementioned non-linear techniques for the improvement of basic electrical drive
control strategies like vector control has been presented in several works. The combining of BSA and
vector control has been done by Krstic, Kanellakopoulos, and Kokotovic for high performance. In
[7] similar modified strategies are applied to SVM-FOC controlled drive. SMC is a particular type
of variable structure control (VSC). The first concepts of SMC appeared in Russian literature (The
former Soviet Union) in the 1950s and were developed by Emelyanov in the 1960s. Later, Utkin has
written an English summary of papers on sliding mode control. The main features of this approach
are the dynamic behavior of the system which may be tailored by a particular choice of the switch-
ing function. Furthermore, the structure is independent of the object parameters which makes the
closed-loop response becomes totally insensitive to a particular class of uncertainty in the system,
this provides very strong and inherent robustness to the resulting controllers [8]. These techniques
are applied for the direct torque control (DTC) schemes as for vector control (FOC). DTC offers an
excellent torque response using fewer model parameters than FOC. Due to its simplicity and very fast
response, it can be so applicable for high-performance drive applications [9][10][11][12].

Kalman filter can overcome the non-linear state observation by using a linearized approximation,
where, the stochastic continuous-time system must be expressed in the discrete form in order to fit
with the structure of extended Kalman filter (EKF) [13]. The process of observation of the EKF is
given in two stages, prediction and filtering. The prediction stage is aimed to obtain the next pre-
dicted states and predicted state-error covariance, while in the filtering stage, the next estimated states
are obtained as the sum of the next predicted states and a correction term [14]. However, the high
degree of complexity of the EKF structure and the high system orders cause higher computational
requirements. Thus, additional challenges and problems are introduced, such as the reduction of dy-
namic performance and the increase of harmonics. Nevertheless, the development of new processors
technology (DSPs and FPGAs) solves this problem due to the powerful calculation processing [15].

2. Induction Motor Mathematical Model

The state-space mathematical model of a three-phase squirrel-cage induction motor drive in d-q
reference frame is given by [16][17]: {

Ẋ = AX + BU
Y = CX

(1)

Where X , U and Y are the state, the input, and the output vectors respectively:
X=[ids iqs φdr φqr]

t ; U=[uds uqs]
t ; Y =[ids iqs]

t

A=


−λ 0 K

Tr
Kωr

0 −λ −Kωr K
Tr

Lm
Tr

0 − 1
Tr

−ωr
0 Lm

Tr
ωr − 1

Tr

 ;B=


1
σLs

0

0 1
σLs

0 0
0 0

 ;C=

[
1 0 0 0
0 1 0 0

]
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With: λ = Rs
σLs

+ 1−σ
σTr

; K = 1−σ
σLm

; σ = 1− L2
m

LsLr
; Tr = Lr

Rr

The electromechanical power is written as:

Pe = p
M

Lr
(φdriqs − φqrids)Ωr (2)

The electromagnetic torque is obtained by dividing the electromechanical power Pe by Ωr, hence:

Te = p
M

Lr
(φdriqs − φqrids) (3)

The rotor motion is expressed by:

J
dΩr

dt
= Te − TL − fΩr (4)

Where J is the motor inertia, TL is the load torque, and f is the friction coefficient. Fig. 1 shows the
induction motor state-space mathematical model.

3. Backstepping Control Approach

This control method proposes a recursive and systematic synthesis method destined to the non-
linear system classes that have a parametric form. At the first step, the first virtual command is
calculated from the tracking error, which will be used in the second stage as a reference signal for the
next state. This operation is repeated until reaching the nth stage that allows generating the command
that will be applied to the system [18]. Fig. 2 shows the backstepping approach control strategy.

3.1. Application to Induction Motor Control

The backstepping basic idea is to recursively choose some appropriate state functions as virtual
command outputs for first-order subsystems of the global system. This implicates that the backstep-
ping application is divided into many steps. In each step, an extended Lyapunov function is associated
with the goal to guarantee the whole system’s stability [19].

Step 1: In this step, the speed and the rotor flux are a regulation variables, the regulation errors
e1 and e2 are:

e1 = Ω∗r − Ωr (5)

e2 = φ∗r − φ̂r (6)

The errors dynamics are given by:

ė1 = Ω̇∗r − ηφriqs +
Tl
J

+
f

J
Ωr (7)

ė2 = φ̇∗r +
1

Tr
φr −

M

Tr
ids (8)

Fig. 1. Input, state, and output vector of induction motor
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Fig. 2. Induction motor backstepping approach control

The objective now is to converge the two errors to zero, ids and iqs are then chosen as a virtual
commands for the systems (7) and (8). For that reason, the next candidate Lyapunov function is
chosen as:

V1 =
1

2
[e2

1 + e2
2] (9)

Its derivative is:

V̇1 = −k1e
2
1− k2e

2
2 + e1[k1e1 + Ω̇∗r − ηφriqs +

Tl
J

+
f

J
Ωr] + e2[k2e2 + φ̇∗r +

1

Tr
φr −

M

Tr
ids] (10)

Where k1 and k2 are positive constants. In order that the Lyapunov function derivative V̇1 be negative,
the virtual commands that represent the stabilization functions can be chosen as follow:

i∗ds =
Tr
M

[k2e2 + φ̇∗r +
1

Tr
φr] (11)

i∗qs =
1

ηφr
[k1e1 + Ω̇∗r +

Tl
J

+
f

J
Ωr] (12)

We then get:
V̇1 = −k1e

2
1 − k2e

2
2 ≤ 0 (13)

The virtual commands in (11) and (12) are chosen to satisfy the tracking objectives and are also
considered as references for the next step.

Step 2: By defining the currents ids and iqs as the new regulation objectives considered as virtual
commands for this step [20], the new regulation errors e3 and e4 will be defined as:

e4 = i∗ds − ids =
Tr
M

[k2e2 + φ̇∗r +
1

Tr
φr]− ids (14)

e3 = i∗qs − iqs =
1

ηφr
[k1e1 + Ω̇∗r +

Tl
J

+
f

J
Ωr]− iqs (15)

As consequence, the errors dynamics (7) and (8) can be expressed as:

ė1 = −k1e1 + ηφde3 (16)

ė2 = −k2e2 +
M

Tr
e4 (17)
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Also, the errors dynamics are given as:

ė3 = i̇∗qs − i̇qs = i̇∗qs −Ψ1 −
1

σLs
vqs (18)

ė4 = i̇∗ds − i̇ds = i̇∗ds −Ψ2 −
1

σLs
vds (19)

Where:
Ψ1 = −γiqs − ηΩrφd − pΩrisd −

M

Tr

isdiqs
φd

(20)

Ψ2 = −γids +
η

Tr
φd + pΩriqs +

M

Tr

i2ds
φd

(21)

Let’s consider the next Lyapunov candidate function:

V1 =
1

2
[e2

1 + e2
2 + e2

3 + e2
4] (22)

Its derivative is:

V̇2 = −k1e
2
1−k2e

2
2−k3e

2
3−k4e

2
4+e3[k3e3+i̇∗qs−Ψ1−

1

σLs
vqs]+e4[k4e4+i̇∗ds−Ψ2−

1

σLs
vds] (23)

Where k3 and k4 are positive constants. We deduce then the new command laws:

v∗qs = σLs[k3e3 + i̇∗qs −Ψ1] (24)

v∗ds = σLs[k4e4 + i̇∗ds −Ψ2] (25)

Which make the extended Lyapunov function derivative V̇2 negative:

V̇2 = −k1e
2
1 − k2e

2
2 − k3e

2
3 − k4e

2
4 ≤ 0 (26)

Proposition 1: If the speed and flux regulators which have been synthesized with the backstepping
method are respectively (24) and (25), so the speed and flux will asymptotically converge to their
desired values.

3.2. Integral Backstepping Approach

We define the speed tracking error as:

z1 = e1 + δ1

∫
e1dt = Ω∗r − Ωr + δ1

∫
(Ω∗r − Ωr)dt (27)

With δ1 a positive constant and δ1

∫
e1dt is the integral action added to the backstepping command in

order to ensure the convergence of the speed tracking error to zero [21]. The error dynamic is given
as:

ż1 = ė1 + δe1 = Ω̇∗r − ηφriqs +
Tl
J

+
f

J
Ωr + δ1e1 (28)

Let’s consider the candidate Lyapunov function:

V1 =
1

2
z2

1 (29)

Its derivative is given as:

V̇1 = −k1z
2
1 + z1[k1z1 + Ω̇∗r − ηφriqs +

Tl
J

+
f

J
Ωr + δ1e1] (30)
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Basing on the backstepping method and in goal to ensure the speed tracking stability [22], the virtual
command i∗qs is given by the following equation:

i∗qs =
1

ηφr
[k1z1 + Ω̇∗r +

Tl
J

+
f

J
Ωr + δ1e1] (31)

We then get:
V̇1 = −k1z

2
1 ≤ 0 (32)

The state i∗qs is used as an intermediate command to guarantee the stability of the whole system.
The derivative of z3 is given by:

ż3 = i̇∗sq − i̇qs =
1

ηφr
[k1z1 + Ω̇∗r +

Tl
J

+
f

J
Ωr + δ1e1]− i̇qs (33)

Let’s consider the following extended candidate Lyapunov function:

V2 = V1 +
1

2
z2

3 (34)

Its derivative is:
V̇2 = −k1z

2
1 − k3z

2
3 + z3[k3z3 + i̇∗qs −Ψ1 −

1

σLs
vqs] (35)

By choosing the command law vsq as:

v∗qs = σLs[k3z3 + i̇∗qs −Ψ1] (36)

We will find that:
V̇2 = −k1z

2
1 − k3z

2
3 ≤ 0 (37)

4. Sliding Mode Control Design

In general, J.J. Slotine proposed an equation form to determine the sliding surface which ensure
variable convergence to its desired value [23]:

S(x) = (
d

dt
+ λ)n−1e(x) (38)

e(x)=x∗-x: variable gap to be adjusted, λ: strictly positive coefficient, n: relative degree equal to the
number of times to derive the output to get the suitable command.

Fig. 3 shows the sliding mode control strategy.

4.1. Speed Regulator Synthesis

By choosing n=1 in J.J. Slotine general equation (38), the speed sliding surface is defined by [24]:

S(Ωr) = Ω∗r − Ωr (39)

Its derivative is:

Ṡ(Ωr) = Ω̇∗r − Ω̇r = Ω̇∗r − ηφrisq +
Tl
J

+
f

J
Ωr (40)

By introducing the command current i∗qs=iqseq+iqsn in equation (40), we get:

Ṡ(Ωr) = Ω̇∗r − ηφrdiqseq − ηφriqsn +
Tl
J

+
f

J
Ωr (41)
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Fig. 3. Induction motor sliding mode control strategy

During the sliding mode and steady state, S(Ωr)=0, Ṡ(Ωr)=0 and iqsn=0, we then get the equivalent
command expression iqseq :

iqseq =
1

ηφr
(Ω̇∗r +

Tl
J

+
f

J
Ωr) (42)

During the convergence mode, the discontinued command form iqsn must satisfy the condition

Ṡ(Ωr)S(Ωr) < 0.

By substituting expression of isqeq in (41), we find:

Ṡ(Ωr) = −ηφriqsn (43)

The discontinued command form is put as:

iqsn = KΩsat(
S(Ω)

εΩ
) (44)

4.2. Flux Regulator Synthesis

Let S(φr) be the rotor flux sliding surface:

S(φr) = φ∗r − φr (45)

Its derivative is:
Ṡ(φr) = φ̇∗r − φ̇r (46)

By replacing the flux expression in (46), Ṡ(φr) is given by:

Ṡ(φr) = φ̇∗r +
1

Tr
φr −

M

Tr
ids (47)

By introducing the command current i∗ds=idseq+idsn in equation (47), we get:

Ṡ(φr) = φ̇∗r +
1

Tr
φr −

M

Tr
idseq −

M

Tr
idsn (48)

During the sliding mode and steady state, S(φr)=0, Ṡ(φr)=0 and idsn=0, where we get the equivalent
command expression idseq :

idseq =
Tr
M

(φ̇∗r +
1

Tr
φr) (49)
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During the convergence mode, the discontinued command action isdn must satisfy the condition
Ṡ(φr)S(φr)<0 [25]. By substituting the expression of idseq in (48), we find:

Ṡ(φr) = −M
Tr
idsn (50)

The discontinued command is then put as:

idsn = Kφsat(
S(φr)

εφr
) (51)

4.3. Current Regulators Synthesis

Let’s consider S(ids) and S(iqs) the sliding surfaces of currents ids and iqs respectively:

S(ids) = i∗ds − ids (52)

S(iqs) = i∗qs − iqs (53)

By deriving the surfaces S(ids), S(iqs) and replacing the expressions of currents ids and iqs, Ṡ(ids)
and Ṡ(iqs) can then be written as:

Ṡ(ids) = i̇∗ds + γids −
η

Tr
φr − ωsiqs −

1

σLs
vds (54)

Ṡ(iqs) = i̇∗qs + γiqs + ηωrφr + ωsids −
1

σLs
vqs (55)

By introducing the command voltages v∗ds=vdseq+vdsn and v∗qs=vqseq+vqsn in equations (54) and (55)
respectively, we get:

Ṡ(ids) = i̇∗ds + γids −
η

Tr
φr − ωsiqs −

1

σLs
vdseq −

1

σLs
vdsn (56)

Ṡ(iqs) = i̇∗qs + γiqs + ηωrφr + ωsids −
1

σLs
vqseq −

1

σLs
vqsn (57)

During the sliding mode and steady state, S(ids)=0, Ṡ(ids)=0, vdsn=0, S(iqs)=0, Ṡ(iqs)=0 and
vqsn=0, where we get the equivalent command expression vdseq and vqseq respectively:

vdseq = σLs(i
∗
ds + γids −

η

Tr
φr − ωsiqs) (58)

vqseq = σLs(i
∗
qs + γiqs + ηωrφr + ωsids) (59)

During the convergence mode, the discontinued command action vdsn and vqsn must satisfy the con-
ditions Ṡ(ids)S(ids)<0 and Ṡ(iqs)S(iqs)<0 [26]. By substituting the expressions of vsdeq and vsqeq
in (58) and (59) respectively, we find:

Ṡ(ids) = − 1

σLs
vdsn (60)

Ṡ(iqs) = − 1

σLs
vqsn (61)

We then put respectively:

vdsn = Kidsat(
S(ids)

εid
) (62)

vqsn = Kiqsat(
S(iqs)

εiq
) (63)
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5. Extended Kalman Filter Algorithm for Induction Motor State Observation

One of the methods which are used for rotor flux or motor speed estimation is the extended
Kalman filter. Kalman filter is a non-linear closed-loop observer whose gain matrix is variable. In
each computing step, the Kalman filter predicts the new values of motor state variables (stator cur-
rents, rotor flux, and speed). This prediction is performed either by minimizing the noise effects and
parameters modeling errors or by the way of genetic algorithms [27].

The first prediction technique is used in simulations in this paper. The noises are assumed white,
Gaussian, and uncorrelated with the estimated states [28]. Considering the process noise w and the
measurement noise v, the dynamic behaviour of the induction motor can be given by the following
system:

ẋ = f(x,u) + w (64)

y = h(x) + v (65)

Where: f(x,u) =


−γisα + µ

Tr
φrβ + µωrφrβ + 1

σLs
usβ

−γisβ − µωrφrα + µ
Tr
φrβ + 1

σLs
usβ

Lm
Tr
usα − 1

Tr
φrα − ωrφrβ

Lm
Tr
usβ + ωrφrα − 1

Tr
φrβ


and h(x) = [iαs iβs]

t

The covariance matrices Q and R of these noises are defined as follow:

Q = cov(w) = E{wwt} ; R = cov(v) = E{vvt}

The rotor speed can be estimated then by the following EKF algorithm from the above dynamic
model [29][30].

• Prediction of state variables:
x̂k+1|k = f(xk|k, uk) (66)

• Estimation of error covariance matrix:

Pk+1|k = FkPk|kF
t
k +Q (67)

Where

Fk =
∂f(xk|k, uk)

∂xk
(68)

Fk=


1− Tsγ 0 Tsµ

Tr
Tsµωr Tsµφrβ

0 1− Tsγ −Tsµωr Tsµ
Tr

−Tsµφrα
TsLm
Tr

0 1− Ts
Tr

−Tsωr −Tsφrβ
0 TsLm

Tr
Tsωr 1− Ts

Tr
Tsφrα

0 0 0 0 1


• Kalman filter gain:

Kk+1 = Pk+1|kH
t
k[HkPk+1|kH

t
k +R]−1 (69)

Where:

Hk =
∂h(xk)

∂xk
(70)
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Hk =

[
1 0 0 0 0
0 1 0 0 0

]
• Estimation of state variables:

x̂k+1|k+1 = x̂k+1|k +Kk+1(yk+1 −Hkx̂k+1|k) (71)

• Update of error covariance matrix:

Pk+1|k+1 = Pk+1|k −Kk+1HkPk+1|k (72)

Fig. 4 shows the extended Kalman filter state-space mathematical model.

6. Results and Discussion

In this section, the two non-linear control techniques have been designed and simulated. And in
order to show the system robustness against the external perturbation, a load torque of 10 N.m is
applied at a specific instant and lately removed.

6.1. Test at Low-Speed Region

In this test, the speed reference is a ramp of low value 10 rad/s changing rotational direction at
t=1s. The load torque is applied at t1=0.5s and removed at t2=1.4s.

Fig. 5 shows a performance comparison between the integral backstepping control and the con-
ventional control-based PI controllers: PI in the left and BSA with integral action in the right. The
simulation results show that the BSA technique exhibits good dynamics and high robustness at start-
up. There are significant and noticeable differences in the transient response. The speed error between
the reference and the real speed in the non-linear version is very small and does not exceed 0.2 rad/s.
It can be clearly seen that the load disturbance does not affect the mechanical speed. The speed con-
trol loop rejects it quickly. The DFOC-BSA technique showed perfect speed tracking with less error
compared to the conventional vector control-based PI controllers.

6.2. Test at High-Speed Region

In this test, the speed reference is a ramp of high value 80 rad/s then 160 rad/s. The load torque
this time is applied at t1=0.7s and removed at t2=1.7s.

Fig. 4. Input, state, and output vector of the extended Kalman filter

Yassine Zahraoui (A Comparative Study of Nonlinear Control Schemes for Induction Motor Operation Improvement)
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Fig. 6 demonstrates a performance comparison between the sliding mode control and the conventional
control: PI in the left and SMC in the right. The simulation results show that the SMC technique has
good dynamics and high robustness at the starting-up. There are large and significant differences in
the transient response. The speed error between the reference and the real speed is very small and does
not exceed 0.2 rad/s. It can be clearly seen that the load disturbance does not affect the mechanical
speed.

7. Conclusion

In this paper, two well-known nonlinear techniques applied to the squirrel-cage induction motor
drive control are designed and simulated. The obtained simulation results have confirmed the effi-
ciency and the precision of these proposed control strategies during the sudden load torque, low and
high-speed regions. The two control laws have confirmed better control and robustness against the
load torque disturbance, the key is the good choice of the extended candidate Lyapunov functions that
allow a quick variables convergence. Besides, the extended Kalman filter for rotor speed and flux
observation has been successfully applied to the sensorless control scheme.
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Appendix

Table 1 lists the rated power and parameters of the induction motor used in simulation.

Table 1. Rated power and parameters of the used machine in simulation

Rated power 3 kW
Rated speed 1440 rpm

Pair pole 2

Frequency 50 Hz
Line voltage 220/380 V
Phase current 12.5/7.2 A

Stator resistance 2.2 Ω

Rotor resistance 2.68 Ω

Stator inductance 0.229 H
Rotor inductance 0.229 H

Mutual inductance 0.217 H
Moment of inertia 0.047 kg.m2

Viscous friction coefficient 0.004 N.s/rad
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(a) DFOC-PI: Mechanical speed
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(c) DFOC-PI: Speed error
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(d) DFOC-BSA: Speed error
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(e) DFOC-PI: Electromagnetic torque
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(f) DFOC-BSA: Electromagnetic torque
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(g) DFOC-PI: Rotor flux
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(h) DFOC-BSA: Rotor flux
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(j) DFOC-BSA: Rotor flux error
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(k) DFOC-PI: Stator phase current
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(l) DFOC-BSA: Stator phase current

Fig. 5. BSA vs PI: Operation at low-speed region
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(a) DFOC-PI: Mechanical speed
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(b) DFOC-SMC: Mechanical speed
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(e) DFOC-PI: Electromagnetic torque
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(f) DFOC-SMC: Electromagnetic torque
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(g) DFOC-PI: Rotor flux
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(j) DFOC-SMC: Rotor flux error
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(k) DFOC-PI: Stator phase current
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(l) DFOC-SMC: Stator phase current

Fig. 6. SMC vs PI: Operation at high-speed region
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