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1. Introduction 

The accelerated increase in global energy demand since the industrial revolution has brought 

severe environmental consequences, prompting many nations to adopt ambitious net-zero emission 

policies [1]-[5]. As fossil fuel dependence declines, this transition is fundamentally reshaping energy 

infrastructure through the growing integration of renewable energy sources (RES) such as solar 

photovoltaic (PV) and wind power [6]-[8]. These clean, decentralized sources are increasingly 

deployed within multi-energy microgrids (μGs), which allow for flexible, localized energy 
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 The increasing integration of renewable energy sources (RES) such as solar 

and wind into modern microgrid systems has posed significant challenges 

for maintaining frequency stability, primarily due to their inherent 

variability and unpredictability. Conventional load frequency control 

(LFC) strategies, which depend on fixed system inertia and static tuning, 

often fail to cope with these highly dynamic conditions. In response, this 

study introduces an innovative hybrid control strategy that merges the 

Wave Search Algorithm (WSA) with the Balloon Effect (BE) model. This 

synergy is designed to support adaptive LFC in a multi-source microgrid 

comprising diesel generators, solar PV, and bi-directional electric vehicles 

(EVs). The WSA facilitates a balanced global and local search behavior, 

while the BE component enables structural adjustments in real-time by 

leveraging transfer function variations within the system. This integrated 

approach adaptively calibrates an integral controller to suppress frequency 

deviations and enhance overall system robustness. Through simulation of 

three realistic disturbance scenarios—namely, a sudden increase in load, 

an abrupt reduction in PV output, and a fluctuating load profile with EV 

contribution—the WSA+BE controller demonstrated clear superiority over 

classical techniques and alternative optimizers, including Jaya, SCO, GTO, 

and standalone WSA. Results show enhanced damping characteristics, 

quicker stabilization, and improved adaptability across all cases, 

confirming the proposed method's potential for reliable frequency control 

in RES-dominated microgrids. 
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management [9], [10]. By facilitating rapid deployment of distributed generation technologies, μGs 

offer operational independence, resiliency, and user-side engagement [11], [12]. Building on this 

context, the transition to RES introduces significant challenges to traditional power system control 

mechanisms, particularly in frequency regulation tasks [13]-[16]. 

While the environmental advantages of RES are indisputable, their dependence on fluctuating 

weather patterns introduces operational uncertainty. This is especially critical in islanded or semi-

autonomous μGs, where the absence of large-scale centralized inertia severely limits the system’s 

ability to self-stabilize under load and generation variations. In such configurations, the frequency 

deviation becomes more volatile due to the combined effect of variable generation and dynamic load 

behavior. Consequently, conventional frequency control strategies (originally designed for inertia-

rich systems) fail to deliver adequate performance. These challenges motivate a deeper look into 

modern control paradigms and algorithmic advancements [17]-[26]. Several advanced techniques 

have emerged to tackle frequency stability in μGs. Traditional load frequency control (LFC) 

techniques rely on synchronous generator inertia, which diminishes as RES penetration increases 

[27]-[29]. To compensate for the inertia deficit, researchers have explored virtual inertia control 

(VIC), droop control, fuzzy logic, neural networks, and a variety of optimization-based adaptive 

controllers [30]-[35]. Notably, intelligent tuning of PID-type controllers using algorithms such as 

Jaya, Grey Wolf Optimizer (GWO), and recently, the Wave Search Algorithm (WSA) has gained 

traction, with objective functions formulated around performance indicators such as rise time, 

settling time, and overshoot [36]-[39]. However, despite these developments. Several unresolved 

limitations persist (particularly in adaptability and robustness). 

Most of the current optimization strategies for LFC assume relatively stable operating 

conditions and are not well-suited for fast-changing environments typical of modern μGs. These 

methods often rely on precise system modeling, which may not hold under dynamic uncertainty or 

structural changes. Additionally, they tend to suffer from premature convergence or sensitivity to 

initial parameter settings, particularly in non-convex or multi-modal search spaces. There remains a 

need for real-time, structure-aware, and dynamically adaptive optimization techniques that can 

respond effectively to abrupt system disturbances. To clearly illustrate these shortcomings, Table 1 

compares several studies, including recent optimization methods such as WSA, based on their 

adaptability, modeling reliance, and robustness under uncertainty. 

Table 1.  Comparison of LFC methods based on adaptability, robustness, and modeling reliance 

Study / 

Method 

Control 

Approach 

Adaptive to 

Load/Gain 

Variations 

Robust to 

Uncertainty 

Modeling 

Dependence 

Main 

Limitation 

Jaya algorithm 

[40] 

Static 

optimization 
Low Moderate High 

Premature 

convergence in 

complex 

conditions 

GWO [41] 
Population-

based tuning 
Moderate Low Moderate 

Sensitive to 

initial settings 

Fuzzy + ANN 

[42] 

Soft computing 

hybrid 
Moderate Moderate High 

Complex 

implementation 

VIC + Droop 

[25] 
Virtual inertia Low Low Low 

Ineffective for 

large 

disturbances 

Proposed 

WSA+BE (this 

work) 

Hybrid dynamic 

optimization 
High High Low - 

 

To address the aforementioned challenges, this study proposes a hybrid optimization framework 

that combines the WSA with the balloon effect (BE) mechanism. The WSA is inspired by wave 

propagation dynamics and is known for its strong global exploration and local exploitation balance, 

making it suitable for handling complex, multi-modal objective functions. On the other hand, the BE 
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introduces structural interaction between the optimization objective and the dynamic behavior of the 

system, enabling the algorithm to respond adaptively to real-time disturbances. 

The proposed WSA+BE framework is used to tune an adaptive integral controller for frequency 

regulation in a multi-energy μG composed of DsG, solar PV units, and controllable loads. The hybrid 

approach leverages real-time system feedback and dynamic tuning to overcome the shortcomings of 

static and model-dependent optimization methods. Through comprehensive simulation studies, the 

performance of the proposed controller is compared against classical integral, Jaya-optimized, and 

standalone WSA-based controllers. The results demonstrate that the hybrid WSA+BE approach 

significantly enhances frequency stability, reduces deviation amplitudes, and improves adaptability 

under dynamic load and generation scenarios.  

The key contributions of this research include: Development of a WSA+BE-based adaptive LFC 

mechanism.  Integration of real-time feedback from the μG's open-loop transfer dynamics into the 

control strategy. Comparative validation with traditional and modern controllers under diverse 

operating profiles, highlighting improvements in robustness and real-time adaptability. 

2. System Architecture, Dynamic Modeling, and Control Strategy Implementation 

To analyze the frequency (F) dynamics of the proposed system, a detailed modeling framework 

of the μG is developed based on the block-level interconnection of all generation units. The frequency 

regulation mechanism, particularly for the PV component, is addressed through a sequential 

adaptation of the integral (I) controller, enhanced by the hybrid WSA+BE algorithm. The frequency 

error signal serves as the objective function (OF) in the optimization process, aiming to minimize 

fluctuations through a time-domain performance criterion, specifically the Integral of Squared Time 

multiplied by Squared Error (ISTSE-OF). To improve frequency stability, appropriate auxiliary 

sources are integrated into the μG, and the proposed control scheme is fine-tuned to mitigate the 

impact of external disturbances such as sudden load variations. This ensures sustained μG operation 

with minimal deviation from nominal frequency values [43]-[47]. 

2.1. LFC in μGs 

Maintaining power balance between generation, load demand, and losses is essential for stable 

μG operation. Due to the dynamic nature of system operation, both power allocation and frequency 

can experience periodic deviations, potentially impacting system reliability. LFC is thus a critical 

aspect of μG design and implementation, working in tandem with automatic generation control. The 

main objectives of LFC include: eliminating steady-state frequency deviations during islanded 

operation, minimizing frequency fluctuations during transitions between grid-connected and islanded 

modes, enabling accurate disturbance detection, and optimizing dynamic response by reducing 

settling time and limiting overshoot/undershoot [48]-[51]. 

Given the nonlinear and time-varying characteristics of μGs, a linearized model is typically used 

to analyze frequency responses to small load disturbances. These responses typically span time scales 

ranging from a few seconds to several minutes, making them significantly slower than variations in 

rotor angle and terminal voltage. Accordingly, simplified models (most commonly first-order 

transfer functions) are employed to simulate the frequency behavior of power systems under 

disturbances. These models are particularly effective for representing renewable energy-operated 

subsystems (REOS), as discussed in the subsequent sections [52], [53]. 

2.2. Power System Modeling 

Fig. 1 depicts a simplified block diagram of the investigated μG system. The system’s transient 

characteristics are formulated using a mathematical framework referenced in [54]-[56]. The core 

principle involves analyzing how deviations between generated power and load demand (expressed 

as the difference (∆Pd - ∆PL)) influence changes in system frequency (∆f). This frequency shift 

serves as an indicator of the system’s ability to dynamically adjust to energy supply-demand 

imbalances. 
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f = (

1

𝑀
) . ∆Pd − (

1

𝑀
) . −∆PL − (

𝐷

𝑀
) . ∆f (1) 

The dynamic behavior of the DsG is formulated as follows: 

 
∆Pd = (

1

𝑇d
) . ∆Pg − (

1

𝑇d
) . ∆Pd (2) 

The governing system dynamics are represented by the following expression: 

 
∆Pg = (

1

𝑇g
) . ∆Pc − (

1

𝑅. 𝑇d
) . ∆f − (

1

𝑇g
) . ∆Pg (3) 

The μG’s dynamic behavior is governed by a complex interaction of system parameters and 

state variables. Within this model, ∆Pg represents changes in the governor signal, ∆Pd denotes 

variations in the DsG’s power output, and Δf captures deviations in system frequency. These 

dynamics are largely driven by fluctuations in load demand (∆PL) and are counteracted by the 

supplementary control signal (∆Pc). The system’s inertia (M) plays a critical role in buffering 

frequency disturbances, while the damping coefficient (D) regulates the attenuation of oscillations. 

Furthermore, the sensitivity of the governor to frequency deviations is expressed through the droop 

characteristic (R). Temporal aspects of the control system, such as governor and turbine response 

delays, are encapsulated by the time constants Tg and Td, respectively. To accurately reflect the 

evolution of these states over time, the model employs differential equations that describe the time 

rates of change for frequency (
df

dt
), diesel generation (

dPd

dt
), and governor action ( 

dPg

dt
) [57]-[59]. 

 

Fig. 1. Structural layout of the μG dynamic model 

2.3. Modeling of the DsG and PV System 

The DsG system comprises key subsystems, notably the governor and turbine, which play a 

critical role in dynamic performance and frequency regulation. The FO transfer function models for 

these components are presented in Equations (4) through (6). The transfer function of the diesel 

generator, which relates the frequency deviation (Δf) to the change in power output (Δ𝑃𝐷𝑠𝐺) is given 

by: 

 
𝐺𝐷𝑠𝐺 =

𝐾𝐷𝑠𝐺

1 + 𝑆𝑇𝐷𝑠𝐺
=

Δ𝑃𝐷𝑠𝐺

Δ𝑓
 (4) 

The turbine dynamics are modeled by a simple first-order lag system: 

 
𝐺Turbine (𝑠) =

1

𝑆𝑇
 (5) 
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Similarly, the governor's response is represented as: 

 
𝐺𝑔(𝑠) =

1

1 + 𝑆𝑇𝑔𝑖
 (6) 

Where 𝐾𝐷𝑠𝐺 is the gain of the DsG, 𝑇𝐷𝑠𝐺is its time constant, 𝑇 is the time constant of the turbine, 

and 𝑇𝑔𝑖  is the time constant associated with the governor dynamics. 

These models collectively define the frequency control behavior of the DsG subsystem under 

transient conditions. The frequency behavior and power output of the PV system are described using 

the mathematical expressions provided in Equations (7) and (8) [60], [61]. The generated power from 

the PV array is influenced by solar irradiance (Ø), ambient temperature (𝑇𝑎), and surface area (S), 

and can be expressed as: 

 𝑃𝑃𝑉 = ∅𝑆𝜂{1 − 0.005(𝑇𝑎 + 25)} (7) 

The dynamic response of the PV system is represented by a first-order transfer function (TF), 

which relates the change in power output (𝑃𝑃𝑉) to variations in irradiance (Φ): 

 
𝐺𝑃𝑉 =

𝐾𝑃𝑉

1 + 𝑆𝑇𝑃𝑉
=

Δ𝑃𝑃𝑉

∅
 (8) 

where 𝑆 is the surface area of the PV module (m²), 𝐾𝑃𝑉 is the system gain, and 𝑇𝑃𝑉 is the time 

constant of the PV system’s dynamic response. This model captures both the steady-state power 

generation characteristics and the transient frequency behavior of the PV component within the μG. 

2.4. EV Modelling 

Fig. 2 presents the dynamic representation of an aggregated EV unit. In this model, 𝑇𝐸𝑉 denotes 

the time constant associated with the EV system, while 𝑈𝐸𝑉 refers to the control signal applied to the 

EV's input, driven by the system’s F deviation. The transfer function characterizing the EV’s power 

response is modeled as an FO system, which filters the control input to produce the active power 

variation Δ𝑃𝐸𝑉. In this study, the model parameters are assigned as 𝑇𝐸𝑉 = 0.35 and the nominal 

power output 𝑃EV
𝑟𝑎𝑡𝑒𝑑=2.2. The controller for the EV is designed using a robust 𝐻∞ control approach, 

ensuring system stability and responsiveness under frequency fluctuations, as detailed in [60], [62]-

[64]. 

FO-TF: 

𝐺𝐸𝑉(𝑠) =
1

1+𝑆𝑇𝐸𝑉
(7) 

Power output of EV unit: 

𝑃𝐸𝑉(𝑆) = 𝑈𝐸𝑉(𝑆). 𝐺𝐸𝑉(𝑠)(8) 

Power deviation from rated value: 

Δ𝑃𝐸𝑉(𝑆) = 𝑃𝐸𝑉(𝑆) − 𝑃EV
𝑟𝑎𝑡𝑒𝑑(9) 

where 𝑇𝐸𝑉 is the time constant of the EV unit (sec), 𝑈𝐸𝑉(𝑆) is the input control signal influenced by 

frequency deviation, 𝑃𝐸𝑉(𝑆) is the output power of the EV unit, and Δ𝑃𝐸𝑉(𝑆) is the power deviation 

from the rated output. 

3. Hybrid Adaptive Control using WSA and BE Technique 

3.1. WSA Algorithm 

The WSA is a hybrid metaheuristic optimization method inspired by the principles of radar wave 

propagation. It is specifically engineered to strike a balance between broad search space exploration 
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and precise local exploitation, making it particularly effective for adaptive control tasks such as LFC 

in μGs [65]. 

 

Fig. 2. Frequency-controlled power response model of the EV unit [56] 

WSA begins by initializing a population of particles, each defined in a d-dimensional space. 

The initial positions of the particles are uniformly distributed within the lower (𝑙𝑏) and upper (𝑢𝑏) 

bounds of the search domain, using the equation: 

 𝑊 = 𝑙𝑏 + 𝑥∗(𝑢𝑏 − 𝑙𝑏) (9) 

Each particle’s position is evaluated using an objective function 𝑓 , yielding a fitness vector: 

 𝐹 = [𝑓([𝑊11, 𝑊12, ⋯ 𝑊1𝑑]); 𝑓([𝑊21, 𝑊22, ⋯ 𝑊2𝑑]) ⋯ 𝑓([𝑊𝑛1, 𝑊𝑛2, ⋯ 𝑊𝑛𝑑])] (10) 

To foster diversity and prevent premature convergence, WSA performs a global exploration step 

that modifies particle positions through scaling and translation: 

 𝑊𝑖
new = 𝑊min + 𝑟1 ⋅ (𝑊max − 𝑊min ) (11) 

This update is accepted only if the new solution outperforms the average fitness: 

 𝑊𝑖 = 𝑊𝑖
new  if 𝑓(𝑊𝑖

new ) ≤ 𝑓mean  (12) 

For local search enhancement, WSA simulates wave emission, allowing particles to adjust around 

the best-known solution. This is modeled by: 

 
𝑊𝑖

new = 𝑊best +
(𝑊𝑙𝑖 − 𝑊beat ) ⋅ (1 + 𝑚𝑖)

𝜎
 (13) 

 
{

𝑊𝑖 = 𝑊𝑖
new  if 𝑓(𝑊𝑖

new ) ≤ 𝑓max

𝑊𝑖 = 𝑊𝑖  if 𝑓(𝑊𝑖
new ) > 𝑓max

 (14) 

Here, 𝜎 is a dynamically adjusted wave coefficient given by: 

 𝜎 = −(5𝑡/𝑇 − 2)/√25(5𝑡/𝑇 − 2)2 + 0.7 (15) 

This step is accepted when it yields a better fitness value: 

 
{

𝑊𝑖 = 𝑊𝑖
pew 

 if 𝑓(𝑊𝑖
new ) ≤ 𝑓(𝑊𝑖)

𝑊𝑖 = 𝑊𝑖  if 𝑓(𝑊𝑖
new ) > 𝑓(𝑊𝑖)

 (16) 

WSA further mimics wave reflection by estimating gradients using central difference approximation: 

 𝑔𝑖 = (𝑓(𝑊+𝛼𝑖) − 𝑓(𝑊−𝛼𝑖))/2𝑒

𝑊𝑖 = 𝑊𝑖 − 𝛼 ⋅ 𝑔𝑖
 (17) 
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In the reception phase, the algorithm applies probabilistic corrections inspired by radar echo 

analysis. Depending on a random threshold 𝑟5, two update mechanisms are used: 

 

{
𝑊𝑖

new = 𝑊𝑖 + 𝛿 ⋅ 𝑟2 ⋅ (𝑊best − 𝑊𝑖) + 𝜂 ⋅ cos (
𝜋𝑖

𝑛
) ⋅ (𝑊best − 𝑊𝑖)  if 𝑟5 ≤ 0.7

𝑊𝑖
new = 𝑊𝑖 + 𝜆 ⋅ 𝑟3 ⋅ (𝑊best − 𝑊𝑖) + 0.5 ⋅ 𝑟4 ⋅ (1 − 𝜆) ⋅ (𝑊best 

∗ − 𝑊𝑖)  if 𝑟5 > 0.7
 (18) 

Each new position is retained only if it improves the fitness: 

 
{

𝑊𝑖 = 𝑊𝑖
pew 

 if 𝑓(𝑊𝑖
new ) ≤ 𝑓(𝑊𝑖)

𝑊𝑖 = 𝑊𝑖  if 𝑓(𝑊𝑖
new ) > 𝑓(𝑊𝑖)

 (19) 

To address boundary violations, any particle exceeding the defined limits is reassigned a random 

position within bounds: 

 𝑊𝑖 = 𝑙𝑏 + 𝑟 ⋅ (𝑢𝑏 − 𝑙𝑏) if 𝑊𝑖 > 𝑢𝑏 or 𝑊𝑖 < 𝑙𝑏 (20) 

Through this structured sequence of exploration, wave-based local search, gradient correction, 

and boundary handling, WSA ensures an adaptive and robust search mechanism. Its dynamic nature 

and convergence reliability make it highly effective for LFC optimization in complex, variable 

environments like modern μGs. 

3.2. BEI Method 

The BE mechanism, inspired by the way air pressure alters a balloon’s size, captures how 

disturbances and uncertainties in system parameters impact the TF. 𝐺𝑖(s) at each iteration. As shown 

in Fig. 3, the BE identifier modifies the optimization process by adaptively tuning the OF during 

every evaluation cycle. This enhances the algorithm's capacity to manage dynamic challenges within 

μG control. At any given iteration i, the system's online transfer function is estimated as: 

 
𝐺𝑖(s) =

𝑌𝑖(𝑠)

𝑈𝑖(𝑠)
 (21) 

Here, 𝐺𝑖(s) represents the current transfer function, computed based on the system's input-

output relationship. This transfer function evolves iteratively, depending on its preceding value. 

𝐺𝑖−1(𝑠), using: 

 Gi(s) = 𝐴𝐿𝑖𝐺𝑖−1(𝑠) (22) 

 The previous transfer function 𝐺𝑖−1(𝑠) itself is defined in terms of a nominal model 𝐺0(𝑠) and a cumulative 

gain factor 𝜌𝑖: 

 𝐺𝑖−1(𝑠) = 𝜌𝑖𝐺0(𝑠) (23) 

The cumulative gain 𝜌𝑖  is the product of all gain updates from the initial step to the current iteration: 

 
𝜌𝑖 = ∏ 𝐴𝐿𝑛

𝑖−1

𝑛=1
 (24) 

Substituting back, the full expression for 𝐺𝑖(𝑠) becomes: 

 𝐺𝑖(𝑠) = 𝐴𝐿𝑖𝜌𝑖𝐺0(𝑠) (25) 

3.3. WSA+BE Technique 

Fig. 4 presents a simplified μG layout designed to facilitate the parameter identification of a 

second-order closed-loop transfer function for the regulated system zone. The dynamic model is 

expressed as: 
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T. F =
𝑤𝑛2

𝑆2 + 2𝜂𝑊𝑛 + 𝑊𝑛2
=

𝐾𝑖
𝑀𝑜

𝑆2 + (
(𝐷𝑜 +

1
𝑅𝑜

)

𝑀𝑜 ) 𝑆 +
𝐾𝑖
𝑀𝑜

 
(26) 

In this formulation: 

𝐷𝑜, 𝑅𝑜 , and 𝑀𝑜 denote the nominal values for the damping coefficient, droop characteristic, 

and inertia constant, respectively. The natural frequency 𝑊𝑛 and damping ratio 𝜂 are derived as: 

 

𝜔𝑛 = √Ki/Mo , 𝜂 =

(𝐷𝑜+
1

𝑅𝑜
)

𝑀𝑜

2𝜔𝑛
 (27) 

From these parameters, key time-domain specifications are calculated: 

• Rise time 𝑇𝑟 

• Settling time 𝑇𝑠 

• Maximum overshoot 𝑀𝑃 

 

𝑇𝑟 =
𝜋−√(1−𝜂2)

𝜔𝑛√(1−𝜂2)
 ,  𝑇𝑠 =

4

𝜂𝜔𝑛
, 𝑀𝑃 = 𝑒

−𝜋 𝜂

√(1−𝜂2)
 (28) 

These expressions are integrated into the objective function used by the Harris Hawks 

Optimization (HHO) algorithm, enhanced with the Balloon Effect (BE) mechanism. The cost 

function to be minimized is: 

 𝐽 = 𝑚𝑖𝑛 ∑(𝑇𝑟 + 𝑇𝑠 + 𝑀𝑃) (29) 

This objective function is directly influenced by the adaptive gain and tuning coefficient, 

enabling the system to efficiently respond to uncertainties and dynamic variations within the μG. 

 

Fig. 3. Illustration of the BE mechanism for iterative gain adjustment under system disturbances [66] 

4. Results and Discussions 

To assess the effectiveness of the proposed hybrid controller based on WSA+BE, extensive 

simulation tests were conducted on a multi-energy μG composed of a 20 MW DsG, a PV unit, and 
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an aggregated EV system. The simulations were designed to evaluate the system’s frequency 

response under dynamic load fluctuations and step disturbances, with a particular focus on the 

adaptive behavior of the controller in the presence of time-varying conditions. The parameters used 

to model the μG system are outlined in Table 2, which includes the nominal frequency, generator 

specifications, time constants, inertia, damping, droop characteristics, and control parameters. These 

values were selected to reflect realistic operating conditions for an isolated microgrid incorporating 

diesel generation, PV systems, and an aggregated EV unit. The selection ensures that the simulation 

results are both credible and representative of actual μG dynamics. 

 

Fig. 4. Control architecture of the μG model with integrated WSA and BE mechanism 

To enable a fair comparison of optimization techniques, the configurations of each algorithm 

used for controller tuning are presented in Table 3. This includes WSA+BE, standalone WSA, Gorilla 

Troops Optimization (GTO), Sine Cosine Optimization (SCO), and the Jaya algorithm. Each method 

is parameterized with an equal population size and iteration limit, while varying in control strategies, 

update mechanisms, and degrees of adaptability. These differences significantly influence the 

convergence behavior and suitability of each optimizer for real-time LFC in μGs. 

Table 2.  μG system parameters 

Parameter Symbol Value Unit Description 
System nominal frequency f₀ 50 Hz Base frequency of the μG 

Rated power of DsG Δ𝑃𝐷𝑠𝐺 20 MW Generator size 

Governor time constant 𝑇𝑔 0.2 sec Response time of the governor 

Turbine time constant 𝑇𝑡 0.3 sec Response time of the diesel turbine 

Inertia constant M 10 s Equivalent system inertia 

Damping coefficient D 0.015 pu/Hz Frequency sensitivity of load 

Droop characteristic R 2.4 Hz/pu Frequency-power characteristic of the governor 

Nominal load 𝑃𝐿 15 MW Average daily load 

Load fluctuation range – ±1.5 MW Step disturbance magnitude 

Controller output gain 𝐾𝑔 1 – Initial gain for the control signal 

Simulation time – 100 sec Total runtime for each test 

Sampling time – 0.01 sec Time step for simulation resolution 

BE initial gain G₀ 1 – Nominal gain before adaptation 

Balloon tuning sensitivity 𝐾𝑖 0.6 – Scaling factor for system adaptation 

Time constant of the EV unit 
TEV1 0.38 sec 

Response time of EV 
TEV2 038 sec 

4.1. Scenario 1: Frequency and Power Behavior Under a Step Load Increase 

To investigate the responsiveness and resilience of the WSA+BE controller, a sudden step 

increase of 1.5 MW in system load was applied at 10 seconds in an islanded μG environment. This 

test emulates a realistic challenge in isolated systems, where abrupt increases in demand can lead to 

severe imbalances in frequency and active power, especially without external grid support or 
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significant inertia. Fig. 5 illustrates the frequency trajectories resulting from five different control 

strategies: Jaya, SCO, GTO, WSA, and the proposed WSA+BE. The Jaya algorithm yielded the 

weakest dynamic performance, experiencing a peak frequency deviation of 0.215 Hz and requiring 

21.4 seconds to settle, along with noticeable oscillatory behavior. The SCO method slightly improved 

upon this, lowering the deviation to 0.187 Hz but still encountering moderate overshoots and 

damping issues. The GTO controller provided enhanced damping characteristics, restricting 

deviation to 0.165 Hz and stabilizing the system within 14.8 seconds. WSA demonstrated further 

refinement, achieving a faster recovery time of 10.6 seconds and minimizing the frequency drop to 

0.138 Hz. However, the hybrid WSA+BE controller outperformed all other techniques. It recorded 

the smallest frequency deviation of just 0.095 Hz and completed system stabilization in only 6.7 

seconds, with no perceptible oscillations. This marked improvement stems from the Balloon Effect's 

real-time adaptability, which dynamically tunes control parameters to improve transient response. 

Table 3.  Parameters of each algorithm 

Parameter WSA+BE WSA GTO SCO Jaya 
Population size 30 30 30 30 30 

Maximum 

iterations 
100 100 100 100 100 

Main control 

parameter 
Wave coefficient k Wave coefficient k 

β = 3, α = 

0.03 
a = 2 – 

Position update 

strategy 

Wave propagation 

+ BE modulation 
Wave propagation 

Hierarchy-

based 

Sine-

cosine 

update 

Best-worst 

guided 

Exploration-

exploitation switch 

Adaptive to 

dynamic 

disturbances 

Fitness-based update 
By 

coefficients 

Random-

based 
Implicit 

Randomness type 
Echo-based + 

gradient 
Wave-based 

Random 

leader-

follower 

Sinusoidal 
Uniform 

random 

Notable feature 
Real-time 

adaptation via BE 

Balanced 

exploration/exploitation 

Troop 

dynamics 

Simple 

sine 

behavior 

Parameter-

free design 

Suitability for real-

time use 
High Moderate Moderate Low Low 

 

To complement the frequency analysis, Fig. 6 depicts the active power response under the same 

disturbance scenario. The Jaya and SCO controllers induced significant oscillations and sluggish 

convergence, indicating insufficient damping capacity. GTO offered a partial reduction in oscillation 

amplitude but remained vulnerable to the load change intensity. In contrast, WSA enabled a smoother 

and more controlled power profile, validating its more balanced controller gains. Notably, the 

WSA+BE controller showcased the most efficient power regulation, swiftly mitigating the 

disturbance and achieving steady-state power restoration with minimal overshoot. Its coordinated 

control of the diesel generator and electric vehicle units enabled a rapid return to the nominal 15 MW 

output, outperforming all other approaches in both precision and response time. 

Table 4 provides a quantitative performance comparison, listing each controller's frequency 

deviation, settling time, oscillatory severity, and overall ranking. The results decisively highlight the 

robustness and adaptability of the WSA+BE approach in managing abrupt load disturbances within 

microgrid systems. 

Table 4.  Performance comparison under sudden load disturbance 

Technique Max Frequency Deviation (Hz) Settling Time (s) Oscillation Presence Stability Rating 

Jaya 0.215 21.4 High Poor 

SCO 0.187 17.9 Moderate Fair 

GTO 0.165 14.8 Low Good 

WSA 0.138 10.6 Very Low Very Good 

WSA+BE 0.095 6.7 None Excellent 
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Fig. 5. Frequency response of the μG system under a sudden load increase of 1.5 MW using different 

optimization-based controllers 

 
Fig. 6. Active power response corresponding to the load disturbance scenario, highlighting the damping 

behavior of each technique 

4.2. Scenario 2: System Response to Sudden PV Output Reduction 

In continuation of the stress test from Scenario 1, this scenario explores the μG's dynamic 

behavior under a different yet equally critical disturbance: a sharp drop in solar power output, 

initiated at t = 12 seconds. This simulates the sudden loss of PV generation due to cloud cover or 

irradiance variability (an increasingly common event in RES-dominated grids). Unlike the demand-

side disturbance previously analyzed, this case focuses on the grid’s capability to absorb renewable 

generation deficits, which pose unique challenges due to their non-inertial characteristics. As 

depicted in Fig. 7, frequency response profiles under this event reveal pronounced differences 

between controllers. The SCO controller experienced the highest frequency deviation, reaching 

approximately +0.032 Hz, and took more than 17 seconds to settle, accompanied by noticeable 
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oscillations. Jaya fared slightly better but still recorded a deviation of 0.018 Hz, with limited 

damping. These findings align with their earlier poor performance under load disturbances. 

Conversely, the proposed WSA+BE controller exhibited outstanding resilience, containing the 

F-deviation to just 0.006 Hz and restoring stability in under 6 seconds. This highlights the controller’s 

ability to adjust in real time to generation-side perturbations, maintaining system frequency close to 

nominal despite a loss of supply. It is worth noting the contrasting system dynamics between the two 

scenarios. While load disturbances tend to produce symmetrical deviations owing to the inertial 

reaction of synchronous machines, the PV drop resulted in an asymmetric frequency response. This 

is primarily due to the lack of rotating mass in PV systems, which shifts the burden of compensation 

to inertia-equipped elements such as diesel generators and EV storage. Fig. 8 shows the 

corresponding active power adjustments following the PV power reduction of 2.0 MW. Controllers 

based on Jaya and SCO responded with high overshoots—reaching 0.4 MW and 0.3 MW, 

respectively—and took considerable time to stabilize. GTO offered improved damping but still could 

not prevent a delayed transition. In contrast, WSA+BE again demonstrated optimal performance, 

achieving power stabilization in just 5 s with no observable overshoot or oscillation. This swift and 

stable compensation is vital for maintaining reliability in PV-integrated μGs. 

The comparative assessment of Scenarios 1 and 2 underscores the dual adaptability of WSA+BE 

to both load increases and renewable generation losses. Its consistently superior performance across 

different dynamic events confirms its robustness and flexibility (traits essential for modern μG 

frequency and power management). These findings emphasize the necessity for hybrid, self-adjusting 

optimization strategies over fixed-parameter approaches, especially in systems subject to high-RES 

penetration and variable operating conditions. 

 
Fig. 7. Frequency trajectories following a sudden drop in PV output, demonstrating each controller's 

capability in compensating renewable generation losses 

4.3. Scenario 3: Adaptability Under Load Fluctuations with EV Bi-Directional Support 

Extending the analysis from the previous scenarios, which focused on isolated disturbances, 

Scenario 3 introduces a more intricate and representative challenge: a continuously varying load 

profile augmented by active bi-directional EV engagement. This setup mimics the dynamic behavior 

observed in modern microgrids enriched with prosumers and EV infrastructure, where variability is 

not abrupt but persistently evolving. Fig. 9 illustrates a load oscillating around a nominal value of 15 

MW, modulated by low to medium frequency disturbances that reflect stochastic consumer usage 
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patterns. Such a setting imposes sustained stress on both the frequency regulation and power 

balancing mechanisms, making it a rigorous test of controller resilience and agility. 

 
Fig. 8. Power response curves under PV generation loss, emphasizing the effectiveness of the proposed 

WSA+BE controller in fast compensation 

 
Fig. 9. Load variation profile used in Scenario 3, incorporating low- and mid-frequency fluctuations to 

simulate prosumer activity 

The performance of each controller under this dynamic regime uncovers notable distinctions. 

Jaya and SCO (as shown in Table 5) exhibit delayed responses with evident overshoots, struggling 

to synchronize with the shifting load demands. GTO manages a better alignment, yet remains 

vulnerable to higher-frequency fluctuations. The proposed WSA+BE controller, however, displays 

superior adaptability, tracking the load smoothly with minimal error. Its response trajectory shows 
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suppressed ripples and seamless slope transitions, emphasizing its capacity for both reactive and 

proactive control, reinforcing the strengths identified in Scenarios 1 and 2. Complementary power 

deviation patterns, shown in Fig. 10, reinforce these observations. Whereas traditional controllers 

allow oscillations beyond ±0.3 MW, WSA+BE confines deviations within ±0.08 MW, reflecting a 

tightly regulated power flow. This is largely attributed to its efficient coordination with the bi-

directional EV, which functions dynamically as both a load and a support source, absorbing or 

injecting power to cushion variations. Collectively, this scenario underscores the controller’s efficacy 

in handling real-world microgrid conditions characterized by continuous load variation. It 

demonstrates that WSA+BE is not only effective in mitigating transient disturbances and renewable 

unpredictability but is also highly adept at managing sustained variability, making it an optimal 

solution for next-generation distributed energy systems. 

Table 5.  Performance comparison under fluctuating load (scenario 3) 

Technique 
Load Tracking 

Accuracy 

Power Deviation 

Range 

Response 

Smoothness 

Overall 

Stability 
Jaya Low ±0.38 MW Oscillatory Poor 

SCO Moderate ±0.34 MW Fluctuating Fair 

GTO Good ±0.24 MW Improved Good 

WSA Very Good ±0.15 MW Smooth Very Good 

WSA+BE Excellent ±0.08 MW Very Smooth Excellent 

 

 
Fig. 10. Power deviation profiles of the μG system under fluctuating load conditions with bi-directional EV 

participation 

5. Conclusions 

This work introduced a novel hybrid control strategy that merges the WSA with the BE to 

enhance load frequency regulation in renewable energy-based microgrids. By uniting WSA’s 

efficient exploration-exploitation balance with BE’s adaptive structural tuning, the proposed 

WSA+BE controller effectively manages the dynamic frequency challenges posed by the variability 

of solar and wind generation. Through rigorous simulation studies covering three critical disturbance 

scenarios (sudden load surges, abrupt photovoltaic output loss, and continuous load fluctuation with 

active EV involvement), the WSA+BE method consistently outperformed both traditional and 

advanced optimization-based controllers. It delivered the smallest frequency deviations, rapid system 
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stabilization, and highly responsive control trajectories, emphasizing its real-time adaptability to 

evolving system dynamics. The findings underscore the drawbacks of static tuning and conventional 

optimization methods in the face of high-RES penetration and variable demand. The inclusion of 

EVs as dynamic energy assets further intensifies control demands (demands that the WSA+BE 

framework addresses with remarkable accuracy and robustness. Ultimately, the proposed approach 

represents a forward-looking advancement in intelligent LFC. It establishes a strong foundation for 

future exploration into structure-aware, real-time optimization and supports practical extensions 

toward multi-objective control and hardware-in-the-loop applications, advancing the development of 

resilient, smart μG infrastructures. 
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