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ABSTRACT

Through intelligent control and data-driven decision-making, Industry
4.0 transforms industrial automation by combining the digital, physical,
and virtual worlds. The use of advanced control techniques, especially
Fractional-Order PID (FOPID) controllers, has drawn a lot of attention due
to the rising need for accurate and energy-efficient industrial automation.
By examining recent developments in the application of energy-efficient
FOPID controllers for Programmable Logic Controller (PLC) based au-
tomation systems, this review tries to bridge a gap in the body of literature.
The study thoroughly examines more than ten years of research, classify-
ing contributions according to optimization, fractional calculus approxima-
tions, and control design techniques. The reported results from various stud-
ies are compared using key performance indicators like energy consump-
tion, ISE, ITAE, and IAE. The results show that FOPID controllers contin-
uously perform better than classical PID in terms of energy efficiency, ro-
bustness, and control accuracy. However, there are still difficulties in strik-
ing a balance between real-time constraints and computational complexity,
particularly in industrial settings. This review emphasizes how FOPID con-
trollers can be used to achieve automation that is Industry 4.0 compatible,
adaptive, and energy-efficient. It also emphasizes the necessity of future
studies into hybrid optimization and lightweight implementation for next-
generation PLC systems, as well as the need for standardized benchmarking
frameworks.

This is an open access article under the CC-BY-SA license.

1. Introduction

Energy-efficient industrial automation is crucial in meeting global sustainability goals, yet con-
ventional PID controllers in PLC-based systems often struggle to optimize energy consumption effec-
tively. FOPID controllers, with their superior flexibility and robustness, present a promising alterna-
tive, but their integration into industrial PLCs remains underexplored. While global initiatives such as
the Paris Agreement and the UN’s Sustainable Development Goals (SDGs), specifically SDG 7 and
SDG 13, emphasize the need for energy-efficient technologies, the direct role of FOPID in achieving
these objectives is rarely examined. A bridge can be created by examining current developments in
FOPID control for industrial automation, with a focus on energy efficiency, optimization strategies,
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and real-time implementation on PLCs.By identifying key challenges—such as the trade-off between
computational complexity and real-time implementation, the effectiveness of metaheuristic tuning
methods, and the role of Industry 4.0 in adaptive energy-efficient control—this review highlights crit-
ical research directions and sets the stage for future advancements in sustainable automation [1]. Fig.
1 presents the interrelationships between the system components described above.

Fig. 1. Fractional-Order PID control in the context of SDG goals

1.1. Background and Motivation

The first reference of fractional orders was associated with Leibniz and L’Hˆopital in 1695 where
a half-order derivative was mentioned [2].Over the years, questions have arisen as to why there is a
need to transition to a fractional counterpart if present traditional methods are already there. What
role does PLC [3] play in predicting performance gain, best tuning methods, minimum experiments
to tune controller, and how to design a controller best have been tried to be addressed by many stal-
warts to some extent working in this field [4]. The theory of fractional calculus is the generalization
of integration and differentiation to non-integer order fundamental operator aD

α
t where a and t are

the bounds of the operator. It was introduced during the late 19th to Early 20th Century, which un-
derlies these controllers. The continuous fractional integrodifferential operator is defined as shown in
Equation (1) where for a < 0 it acts as an integrator and for a > 0 as a differentiator [5].

aD
α
t =


dα

dtα , α > 0

1, α = 0∫ t
a(dτ)

−α dτ, α < 0

(1)

The evolution of nonlinear control systems such as robotic manipulators with coupled dynamics,
chemical processes with exothermic reactions, power systems, and biological systems with complex
feedback loops from the 18th century, when the centrifugal governor was invented, was propelled by
the advancements made by Lyapunov and the integration of mechanics with feedback theory in the
1960s [6]. Practical Implementation from the 90s till today due to the advances in digital computation
and control theory facilitated the practical application of fractional order controllers. The work of
scientists like Igor Podlubny in 1994 [7] considered a simple unity feedback control system as shown
in Fig. 2. is commendable.
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Fractional-order transfer functions, whose simplest form in the Laplace domain is sα , where s
is the Laplace transform variable and α ∈ R can be used to define fractional-order dynamic systems.
The mathematical framework being fractional calculus, FOPID allows for a more nuanced represen-
tation of system dynamics. This capability allows us to model processes with memory and hereditary
effects.

Fig. 2. Closed-Loop unity feedback system

These controllers can be combined with other techniques, such as neural networks, to further
enhance their ability to manage nonlinearity. Advanced optimization techniques, such as modified
harmony search algorithms, can be employed alongside these controllers to optimize their perfor-
mance in nonlinear environments. Hybrid optimization approaches, which integrate the strengths of
multiple algorithms (e.g., Genetic Algorithm (GA) [57]–[60] Particle Swarm Optimization (PSO) [61]
or metaheuristics enhanced by artificial intelligence), remain under-explored. There is potential for
enhancement of the outcomes derived from these optimization methods by suitable representation
selection, parametrization, and methodology. An ideal and desired performance can be attained
by comparing the outcomes of all the algorithms, including the Grey Wolf Optimization algorithm
(GWO) and the Artificial Ecosystem Optimization algorithm (AEO) [8]. These methods could im-
prove convergence speed, robustness, and global search capability, particularly for highly nonlinear
and high-dimensional systems. Stated differently, fractional calculus permits a trade-off between a
differentiator’s high-frequency gain and an integrator’s phase lag. Together, PLCs and FOPID con-
trollers form a powerful synergy in industrial automation, enabling adaptive and precise control for
complex, dynamic processes that became central to process control. Some simple plug-and-play types
of methods that satisfy most of the systems are the need of the hour [2]. The paper aims to include
contributions that are a comprehensive synthesis of approximation strategies for PLC-based FOPID
control, which are available, comparative evaluation of energy-efficient optimization techniques, a
discussion on practical trade-offs between computational complexity and control performance and
insights into AI-driven and Industry 4.0-enabled adaptive FOPID control for industrial automation.

1.2. Role of Advanced Control Techniques

The increasing demand for energy efficiency in industrial automation has led to the adoption
of advanced control techniques that optimize performance while reducing power consumption. Ad-
vanced control techniques in the context of PLCs enable precise, adaptive, and optimized control
strategies, reducing energy consumption while maintaining operational stability. As an advanced
control approach, these controllers offer superior flexibility and robustness compared to traditional
integer-order controllers. The adoption of this technique improves dynamic response, reduces steady-
state errors, and enhances disturbance rejection, leading to more energy-efficient industrial processes.
The ability of such systems to handle complex system dynamics with fewer resources makes them
particularly suitable for PLC-based automation.

Moreover, advanced tuning methods, optimization techniques, and real-time implementation
strategies further refine their effectiveness in energy-efficient applications.FOPID controllers, based
on fractional calculus, offer greater flexibility and accuracy in system control compared to traditional
integer-order controllers by utilizing non-integer derivatives, allowing finer control over transient and
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steady-state performance. This results in improved dynamic response, as they better adapt to sys-
tem variations, reducing overshoot and settling time, which minimizes energy losses. Additionally,
they enhance robustness by providing better disturbance rejection and stability, ensuring efficient en-
ergy usage even under fluctuating load conditions. Their optimized control actions, facilitated by
additional tuning parameters, enable more precise control, reducing unnecessary actuator activity
and power consumption. Integrating FOPIDs into PLCs, the backbone of industrial automation, re-
quires advancements in both hardware and software capabilities. Efficient computational algorithms
are essential for handling the complexity of fractional derivatives, necessitating real-time numerical
approximations. Digital implementation techniques, including advancements in digital signal pro-
cessing (DSP) and embedded systems, enable effective programming into PLC architectures.

Furthermore, adaptive and self-tuning control strategies, incorporating AI-driven techniques such
as machine learning and heuristic optimization methods, enhance performance in energy-efficient
industrial applications. This paper reviews advances in energy-efficient control techniques using
FOPIDs in PLCs, highlighting their benefits over traditional integer-order controllers. It explores
this integration for industrial automation, analyzing compatibility, programming methods, and exe-
cution efficiency. How FOPIDs contribute to energy savings by optimizing power consumption in
control systems while enhancing stability, response time, and robustness. Additionally, case stud-
ies and performance analyses demonstrate the advantages in real-world applications. The paper also
discusses key challenges, such as computational complexity and hardware limitations, and suggests
future research directions to improve the efficiency and applicability of FOPIDs in industrial automa-
tion.

1.3. Structure of Paper

The paper follows a logical progression, starting with background information and fundamental
concepts before delving into implementation techniques, challenges, and future research directions.
The section-wise breakdown is as follows:

• Section 1 gives the background and motivation providing an introduction to the significance of
energy-efficient control in industrial automation and the role of advanced control strategies in opti-
mizing energy consumption

• Section 2 gives the mathematical foundations of FOPID controllers

• Section 3 gives an overview of PLCs, which are widely used in industrial automation for process
control, machine automation, and system monitoring. It covers the architecture of PLCs, their
working principles, and their advantages in industrial settings

• Section 4 provides the previous research summary aiming to identify gaps in the implementation of
an energy-efficient fractional-order control strategy for PLC-based systems and contains data from
peer-reviewed journals over the last 4-5 years.

• Section 5 explores methods for implementing fractional-order controllers (FOCs) in PLC-based
systems, including numerical approximation techniques and real-time computational algorithms. It
highlights key challenges, such as hardware limitations, computational complexity, and the need
for efficient tuning methods.

• Section 6 discusses the importance of energy-efficient control strategies in industrial automation.

• The seventh section gives the conclusions and future trends.

The research contribution is the synergistic integration of FOPID control with energy aware multi
objective optimization and hybrid metaheuristic tuning strategies that seamlessly can be executed
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in real-time on PLC platforms.This may help in yielding superior dynamic response, robustness,
and process efficiency while directly advancing sustainable industrial automation through significant
reductions in energy consumption and carbon emissions.

2. Fundamentals of Fractional Order Controllers

2.1. Introduction and Definition

Controllers are the ”brains” that enable all control systems to function properly [2]. For this
purpose, Integer- Order Proportional integral derivative (IOPID), also known as the traditional or
conventional Proportional Integral Derivative (PID) implemented on PLC has been used extensively
in process industries. There are several limitations that are associated with these controllers, one of
that are manual tuning due to the presence of fixed tuning parameters, making them less adaptive
[70]. Due to the control actions that are sudden and problems of overshooting, the consumption
of energy is greater. The focus is more on setpoint tracking rather than the management of energy
consumption or efficiency [30], [31], [76]. Hence, to achieve the above goal, the FOPID controller
also written as PIλDµ [32] as shown in Fig. 3 was among the many innovations that emerged as
a lucrative choice. It was built on the foundation of traditional PID controllers [4] incorporating
fractional-order terms, denoted by λ and µ that are fractional (non-integer) orders of differentiation
and integration that provide the flexibility to tailor responses that are system-specific. If the λ and µ
are equal to 1, the FOPID reduces to the simple PID [8] controller. These terms provide an added
degree of freedom and flexibility, allowing FOPID to better model and control complex systems
with nonlinearity, uncertainty, or time delays that are generally present in industrial settings. These
observations underscore the robustness and adaptability of fractional-order controllers using them
in cascade configurations [69], [77] as well in some applications, making them advantageous for
challenging control applications and performing better.

Sμ

U(s)E(s)

Derivative Action  

Integral Action 

Proportional Action 

1/sλ

Kd

Kp

Ki

Fig. 3. Fractional-Order Proportional-Integral-Derivative (FOPID) control structure

The controller in generalized form is as shown in Equation (2), and in the time domain, it is
given in Equation (3). The additional terms provide a greater degree of freedom belonging to the Ki

and Kd gains. The ability to describe phenomena with memory makes them suitable for systems with
non-local dynamics and long-term memory effects [23], [33].

C(s) = Kp +Ki/s
λ +Kds

µ (2)

C(t) = Kp

(
e(t) +

1

T λ
I

D−λe(t) + Tµ
DD

µe(t)

)
(3)

A fractional order between 0 and 1 can help achieve smoother control with reduced steady-state
errors. The values of λ and µ are in the range of 0 and 1; combinations of these two parameters can
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be made to achieve certain goals. Fig. 2. shows the structure of a unity negative feedback control
system. In this linear time-invariant control system, the plant and the controller are described by
transfer functions G(s) and C(s), respectively. The reference input, the control signal, and the system
output are r, u, and y, respectively. The advantage of fractional-order transfer functions is that they
offer in-between qualities because their magnitude and phase response are not typical of integer-order
transfer functions, hence the choice made is justified. The closed-loop transfer function in the control
system of Fig (2). is given by Equation (4).

T (s) =
G(s)C(s)

1 +G(s)C(s)
(4)

Using digital calculations, the FOPID controller governs various systems. The tuning of frac-
tional order controllers is not limited to integer values, allowing for a more nuanced control strategy
with a lot of background study on the different definitions of FOPID. When processes display non-
local behavior, the FOPID controller performs better than the conventional PID controller and is also
more energy efficient compared to IOPID [34]. PID controllers rely on integer order derivatives
that oversimplify the behavior of any system under consideration. By leveraging the fractional-order
parameters, FOPID controllers can adapt to changing environmental conditions (e.g., wind load or
varying solar intensity) and adjust tracking operations accordingly, further reducing energy wastage.
A wide class of functions that are used in control theory are associated with the Grünwald–Letnikov
(GL), Riemann-Liouville (RL), and Caputo (C) definitions [49]. There are several types of approxi-
mation methods to realize the FOPID on PLC-like platforms:

• Numerical Approximation Methods like GL Approximation and RL approximation method.

• Frequency Domain Approximations

• Rational Approximation Methods like the Continuous Fraction Expansion (CFE)
Method, Oustaloup’s Recursive Approximation [45]–[47] Chareff’s Method [48], [50]

• Integer-Order Equivalent Approximations

• Discretization Techniques like Tustin’s Approximation (Bilinear Transformation), and Euler Ap-
proximation.

• Optimization-Based Tuning Methods Optimization is often used to tune parameters of the approx-
imations to achieve the desired control performance under PLC constraints.

Optimization-based methods find the best set of parameters by minimizing the objective function
as shown in Fig. 4 where the flow as to how the optimization is performed is depicted. Model-
Based and Heuristic Approaches like CRONE (Commande Robuste d’Ordre Non Entier) Approach,
Oustaloup’s Recursive Approximation (ORA) [62]–[64]. Artificial Neural Networks (ANNs) etc.
Table 1 and Table 2 present a comparison of various tuning methodologies based on key performance
criteria.

2.2. Benefits Over Traditional Controllers

A control system is stable if its closed-loop transfer function meets the Nyquist stability criterion
and the Bode phase margin requirements. In conventional PID controllers, stability margins depend
on integer-order parameters, making them sensitive to tuning errors.

• The additional tuning parameters λ and µ allow fine-tuning of gain and phase margins, increasing
the range of stable operations.
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• The phase-lead effect of fractional differentiation improves the frequency response, ensuring better
stability in systems with delays and nonlinearities.

COST
FUNCTION 

FOPID
CONTROLLER PLANT

TUNED 
PARAMETER

SIMULATION 

OPTIMIZATION
ALGORITHM

Fig. 4. Design and optimization of PIλDµ controllers [84]

Table 1. Comparison of FOPID tuning methods (Heuristic, Analytical, and Optimization-Based)

Tuning Method Approach Key Features Advantages Best Suited For

Heuristic Methods

Ziegler-Nichols (ZN)
Extension

Classical heuristic Step response-based
tuning

Simple, widely used Industrial PID tuning

Cohen-Coon Method Empirical rule-
based

Process reaction
curve fitting

Good for open-loop
processes

Chemical and thermal
systems

Chien-Hrones-
Reswick (CHR)

Time-domain
heuristic

Overshoot and set-
tling time-based

Improved disturbance
rejection

Servo and regulation
control

Analytical Methods

Pole Placement Algebraic approach Direct pole position-
ing

Precise stability mar-
gins

Strict stability re-
quirement systems

Internal Model Con-
trol (IMC)

Model-based Inherent robustness
design

High stability, distur-
bance rejection

Process control sys-
tems

Frequency-Domain
(FD) Methods

Frequency-based Uses Bode/Nyquist
plots

Ensures robust stabil-
ity

Noisy environments

Optimization-Based Methods

Genetic Algorithm
(GA)

Evolutionary opti-
mization

Global search strategy Avoids local minima Nonlinear and uncer-
tain systems

Particle Swarm Opti-
mization (PSO)

Swarm intelligence Fast, adaptive conver-
gence

Computationally effi-
cient

Online tuning appli-
cations

Grey Wolf Optimiza-
tion (GWO)

Metaheuristic
search

Balances exploration Robust against local
minima

Complex and uncer-
tain systems

Ant Colony Opti-
mization (ACO)

Bio-inspired search Path-finding approach Suitable for combina-
torial tuning

Complex industrial
processes

Simulated Annealing
(SA)

Probabilistic search Gradient-free method Avoids poor local op-
tima

Dynamic system opti-
mization

3. Overview of Programmable Logic Controllers (PLCs)

Another such invention was PLC, whose basic structure is as shown in Fig. 5. which is closely
tied to the evolution of industrial automation [35] and emerged as a solution to streamline manufactur-
ing processes. Future developments in their smart versions, cybersecurity, and cloud integration will
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further expand their applications, making them a vital component of Industry 4.0. They are crucial
for industries as they guarantee high-speed control of equipment and processes, minimizing human
error and involvement.

They analyze the sensor input, modify settings, and manage actuators to allow equipment to make
real-time decisions. Keeping in check energy consumption and managing energy [36] plays a critical
role in controlling various industrial processes, which is generally thought of as a secondary consid-
eration. Optimizing the energy performance of PLC-driven systems to minimize overall consumption
and carbon emissions can be achieved by implementing energy-efficient control strategies—such as
optimized start-stop operations, dynamic load management, and integrating advanced algorithms like
fractional order controllers.

Their modern variant is armed with better data processing capabilities, integration features, and
communication protocols that are well suited for Industry 4.0 [3], [37], [38]. Automating these pro-
cesses with energy-conscious control strategies can lead to substantial energy savings.

Table 2. Comparison of FOPID tuning methods (Machine Learning, Intelligent Control, and
Fractional-Based)

Tuning Method Approach Key Features Advantages Best Suited For

Machine Learning and Adaptive Methods

Artificial Neural
Networks (ANNs)

Self-learning Data-driven tuning Adaptive, handles
nonlinearity

Time-varying, nonlin-
ear systems

Reinforcement
Learning (RL)

Learning-based Continuous feedback
learning

Self-optimizing con-
trol

Dynamic, uncertain
environments

Deep Learning-
Based Optimiza-
tion

Neural-based search Uses deep structures High adaptability Complex industrial
automation

Fuzzy and Intelligent Control Methods

Fuzzy Logic-
Based Tuning

Rule-based adapta-
tion

Human-like decision-
making

Handles complex
nonlinearity

Robotics and automa-
tion

Neuro-Fuzzy Tun-
ing

Hybrid approach Combines ANN and
fuzzy logic

Self-learning Intelligent control
systems

Adaptive Neuro-
Fuzzy Inference
System (ANFIS)

Hybrid intelligent
control

Data-driven inference Self-tuning capabili-
ties

Autonomous and
smart systems

Fractional Approximation and Model-Based Methods

Oustaloup’s
Recursive Approx-
imation (ORA)

Model-based Approximates frac-
tional derivatives

Effective for digital
implementation

Real-time embedded
control

CRONE Control
(First, Second,
Third Gen.)

Frequency-based
fractional design

Robust fractional con-
troller tuning

High stability under
uncertainty

Uncertain and vari-
able conditions

Mittag-Leffler
Function-Based
Tuning

Analytical Uses Mittag-Leffler
functions

Better transient re-
sponse

Systems with memory
effects

Grünwald-
Letnikov Ap-
proximation

Discrete numerical
method

Fractional differentia-
tion via sum approxi-
mation

Computationally effi-
cient

Digital control imple-
mentation

Caputo Derivative-
Based Tuning

Fractional calculus Alternative to
Grünwald-Letnikov

More flexible in
boundary conditions

Long-term memory
systems

There is potential for improving the estimation and control of energy systems so that errors
are reduced as compared to the traditional methods using optimized control laws [26]. Choosing a
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PROGRAMMING DEVICE 

PROGRAM AND DATA MEMORY COMMUNICATION INTERFACE 

INPUT
INTERFACE 

PROCESSOR 

POWER SUPPLY 

OUTPUT
INTERFACE 

Fig. 5. Block Diagram Representation of Programmable Logic Control

finite sampling period (Tp ) is very important as the process variable is discrete and the output is
available at particular sample points. A smaller sampling period means higher accuracy [54]. Real-
time computational capabilities allow for the control of the system in a closed-loop manner, with
feedback from the sensor used to adjust the control signal. The tuning procedures are generally used
to optimize the performance of the controller by selecting values that balance system response speed
and stability, minimizing the control error while avoiding excessive oscillations or instability. The
tasks are present in ’n’ cyclic classes. Each cyclic class has a priority; cyclic class 2 will not start
before cyclic class 1 is finished. The input reading is the A-to-D conversion, and the output writing
that is the D-to-A conversion, as well as the time for task calculation, has to be considered. From Fig.
6, it is evident that the duration of task τcalc(t) ≪ T , where T is the sampling period of a certain class
underscores the selection of a proper approximation technique that will not occupy too much memory
and consume processor time.

PIλDµ  

OUTPUT READING 

Sampling Period T(ms)

INPUT READING 

Fig. 6. Sampling period of PLC

PLCs use specialized programming languages defined by the IEC 61131-3 standard. Simulink
PLC Coder is an add-on to Simulink that allows the generation of hardware-independent IEC 61131
compatible structured control language or ladder diagrams from Simulink models. The tool auto-
matically generates IEC 61131-3 structured text (ST) code from Simulink models, enabling seamless
deployment to PLCs and also supports popular PLC platforms like Siemens, Rockwell Automation
(Allen-Bradley), Beckhoff, etc, as shown in Table 3.

The Simulink modules are generated as different documents which can then be deployed on dif-
ferent PLC software, such as the TIA Portal that particular systems use. It allows the generation of
a Simulink model to IEC-61131 standard language for many integrated development environments.
Code generation is the process of automatically converting a high-level model or algorithm into ex-
ecutable code for a target platform [82]. In the context of the Simulink PLC Coder, this means
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transforming Simulink/Stateflow models into IEC 61131-3 Structured Text (ST) that can be deployed
in PLCs.

Table 3. Supported PLC platforms for simulink PLC coder

PLC Brand Software Supported PLCs

Siemens TIA Portal S7-300, S7-400, S7-1200, S7-1500
Rockwell Studio 5000 ControlLogix, CompactLogix
Beckhoff TwinCAT 3 CX-Series, IPC Controllers
Schneider EcoStruxure M241, M251, M262

B&R Automation Studio X20, X90 Series
ABB Automation Builder AC500 PLCs

Mitsubishi GX Works3 iQ-R, iQ-F, FX5U
Omron Sysmac Studio NJ/NX Series

Bosch Rexroth IndraWorks IndraControl PLCs
Phoenix PC Worx Axiocontrol PLCs

The process ensures that control algorithms designed in Simulink can be efficiently implemented
in industrial automation systems without the need for manual coding. The points to keep in mind are
as follows:

• PLC Scan Cycle: The scan cycle involves reading inputs, executing logic, and updating the outputs.
It runs on deterministic timings, so Simulink has to match this behavior during simulation. The two-
step solvers are variable and fixed-step solvers that have to be set in the solver section and set to the
required step solver.

• Setting the Target IDE for PLC Code Generation: Different PLCs use different programming envi-
ronments (IDE). The code generated should be compatible with the target PLC IDE. Selection has
to be done from the list of supported versions by MATLAB.

• Creating an Atomic Subsystem for Code Generation: The use of atomic subsystems ensures that
one block executes as a separate block independent of the other model elements. This allows the
simplification of the PLC code generation and avoids unwanted optimization and elimination. In
contrast, the nonatomic subsystem executes at the same level as other blocks. Selecting the block
parameters and enabling them to be treated as an atomic subsystem.

• Generating PLC Code from Simulink: After the above step, the generate PLC code option is avail-
able in Simulink which creates a report that is code generation report that details the generated PLC
code, eliminated or virtual blocks, and data type conversions.

• Handling Data Type Conversions in PLC Code: Simulink uses int 8 and the TIA portal; for example,
Siemens PLC uses SINT so this type of conversion has to be done, which will ensure compatibility
and prevent execution errors in the environment.

• TIA Portal Configuration and Integration of External Source Files: Once the files are generated in
the TIA portal, they can be accessed through the External Source Files section by manual addition.
The Structured Control Language (SCL) file that has been generated must be imported into this
section. The option “Generate blocks from source” converts it to a function and instructs the TIA
portal to interpret the SCL source code and generate an equivalent function block within the pro-
gramming environment. TIA Portal automatically integrates the newly created function block into
the main program structure. The conversion process also generates the database block that contains
converted data types that were originally defined in SIMULINK. The structuring of these database
blocks will be done on the basis of the target system. This process ensures that model-based designs
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from Simulink translate into real-world industrial automation applications with minimal manual
coding effort. Simulink does not support PLC-specific input/output addresses, so after exporting,
these tags must be manually updated in the TIA Portal under the PLC tags section.

4. Literature Review

4.1. Fractional-Order Proportional Integral Derivative Controller

4.1.1. Definition and Significance

An FOPID controller generalizes the traditional PID controller by incorporating fractional pow-
ers in proportional, integral, and derivative terms. FOPID controllers enhance system performance
by providing better tracking, robustness, and stability. They are particularly effective in controlling
nonlinear, time-varying, and complex systems, offering improved flexibility and adaptability over
traditional PID controllers. Jayaram S and Venkatesan (2024) [9], [75] proposed the Approximate
Generalized Time moments (AGTM) optimization technique for tuning FOPID controllers in a non-
linear real-time process to achieve a response closely matching a reference model. Here, it was
found that these controllers offer superior adaptability, stability, and disturbance rejection compared
to IOPID controllers, reducing the need for retuning. Experimental results confirm the AGTM-based
controller’s effectiveness in maintaining stability and handling parameter variations. Basant Tomar
et al. (2024) [8] compare the conventional PID and the fractional order one concluding that the lat-
ter is better in performance compared to the former. Using certain cost functions, they have used
optimization algorithms and concluded the above.

Shah et al. (2024) [2] state that there is a lot of scope for fractional order control research
related to patents, hardware implementation, non-integer control, anomalous diffusion, chaos, and
task analysis.Shan et al. (2023) [10] show simulation results that compare other methods, such as
traditional Internal Model Control (IMC) and Zeigler-Nichols(Z-N); the fractional-order IMC can
effectively control the set value tracking and suppress the load disturbance during batch cooking.
It provides better setpoint tracking dynamic performance and better robustness to system parameter
perturbations than IMC and Z-N when the models do not match. In addition, the method is easy
to implement and can be tuned online. Bartosz Puchalsk (2022) [11] highlighted the implementa-
tion of neural approximated operators on digital platforms operating in real-time conditions, which
do not have significant computing power, for instance, PLC, Programmable Automation Controller
(PAC), microcontrollers [71], or FPGA boards. Petras I. and Terpak J. (2019) [12] proposed a method
based on fractional-order differentiation/integration using the Grünwald–Letnikov definition of the
fractional-order operators. Observation of important properties in the time series and decisions in real
process control can be made. Shantanu Das et al. (2018) [13] have designed the Fractional Calculus
Engineering Laboratory, claiming that there are no commercial translations of such work and hope
that these systems are used for energy efficiency, energy conversion, and enhanced robust systems.
Fuel/energy efficient controls are realized via fractional calculus.

4.2. PLC-Code Generation

4.2.1. Definition and Significance

The process automates the creation of control programs for PLCs, improving efficiency, re-
ducing errors, and ensuring standardization. It integrates with model-based design tools like MAT-
LAB/Simulink, enabling streamlined deployment across different PLC hardware. This process en-
hances industrial automation, supports Industry 4.0, and smoothens debugging and maintenance.
Banerjee A and Choppella V (2025) [14] stated that controller synthesis is pivotal in automating
control system design from formal specifications and enhancing industrial system verification and
optimization processes. This ensures system stability and reliability by automating processes. MAT-
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LAB’s simulation capabilities can be used to check if the system behavior adheres to the Linear
Temporal Logic (LTL) specifications, enabling the identification of potential timing issues or design
flaws early on. It is used in model checking, formal verification, and industrial automation to ensure
that control systems behave as expected under different conditions.

Damian McCarthy, et al. (2022) [15] use MathWorks® Simulink® to model manufacturing
equipment, enabling digital validation through simulations and claim that no other model-based plat-
form has integrated PLC code generation capabilities, to the best of their knowledge, making Simulink
uniquely suited to industries where equipment control is predominantly programmed with PLCs. Its
wide range of compatible PLC software targets PLC software vendors, such as Rockwell, Siemens,
B and R, PLC Open, and others, enabling the equipment designer to take a vendor-agnostic approach
to equipment design. Sykora et al. 2021 [16] employed MATLAB to generate an implementation
code, utilizing a code created in Simulink. Identifying the system through an industrial control setup,
creating a control loop model, and generating a code implementable in the control setup.

4.3. PLC-Based Control Systems

4.3.1. Definition and Significance

A PLC-based control system is an industrial digital computing system that automates real-time
process control by monitoring sensor inputs, executing logic-based algorithms, and generating ac-
tuator outputs for precise machinery and system operation. PLCs are highly durable and adaptable,
making them ideal for industrial automation with real-time processing, seamless network integration,
and reduced maintenance complexity. They enhance safety and efficiency through fail-safe mecha-
nisms, diagnostics, and automated monitoring, ensuring optimal system performance. Basant Tomar
et al. (2024) [8] have used the Wonderware Intouch SCADA software to visualize the entire plant’s
operations, and Sysmac Studio automation software is utilized to program the PLC using the ladder
programming language along with algorithms such as GA, PSO, and ACO. Also, it is pointed out
that to get the best performance GWO and AEO can be employed. Miguel Terrón-Hernández, et al.
(2024) [17] developed a control algorithm for an electronic system using the PLC, which programmed
the function for solar tracking. In MATLAB, data on power, angular velocity, and torque are incorpo-
rated to set control parameters for the solar tracking system. Faisal Abbas et al. (2024) [18] proposed
that the FOMCON toolbox can be used in the Windows-based MATLAB application to program the
suggested control system. The toolbox approximates fractional-order operators in the continuous do-
main using the Oustaloup recursive approximation. Mehta et al. (2024) [19] have done a comparative
study concerning the developed hardware PLC-based test bench in view of the MATLAB simulation
platform to validate the performance and control approach for stable microgrid (MG) operation.

Furthermore, using the proposed prototype, the decision-making algorithm will incorporate pa-
rameters such as system voltage, system current, overall power factor, and harmonics across the
electrical load, etc. Duhe et al. (2023) [20] point out that memory requirements or memory effects
are extensive, as fractional order control involves storing historical data or system memory effects.
Wenjuan Shan et al. (2023) [47] used a MATLAB program to exchange data between OPC Toolbox
and configuration software WinCC. WinCC received the output of MATLAB and the S7-300 PLC
served as the basis for the controller. Gude et al.(2022) [21] presented a novel control hardware ar-
chitecture for the practical implementation of integer- and fractional-order control algorithms on a
real-time target. Jamil et al.(2022) [22] have concluded that the dragonfly algorithm used in biore-
actors converges faster [74], which can also minimize the objective function. It is concluded that
FOPID controllers [72] are more robust and efficient in the industrial sector for temperature control.
Mozaryn et al. (2021) [23] implemented an FOPID controller on a PLC Siemens S7-1200 controller,
and approximation was done using the CFE [67]. This solution was tested via simulations and exper-
iments on the laboratory test stand and compared with a standard IOPID controller. Mystkowski et
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al. (2018) [24]worked on the MPS water Compact Workstation developed by Festo, the PLC Simatic
controller developed by Siemens, and PC computer with TIA portal +WinCC and MATLAB/Simulink
software. The sampling time is 0.15s. 93.5 percent fit suggests that the model’s predictions closely
match the observed data used during the training phase. The total time delay of the system is equal
to 8.544s when added to the power start-up pump and the A/D terminal delay. Fractional orders, gain
margin, and phase margin were used in simulations of Power Series Expansion (PSE) utilizing the
Euler and Tustin methods. Gains were modified in accordance with the recalculated parameters.

4.4. Energy-Efficient Control Strategies

4.4.1. Definition and Significance

Through precise control, optimization of complex processes, and reduction of energy waste,
FOPID controllers can play a crucial role in achieving energy-efficient industrial operations. Alilou
et al. (2023) [26] conclude that fractional-order systems are widely applied in engineering, including
in renewable energy and energy storage. Key challenges include integrating fractional techniques with
intelligent estimation for uncertain dynamics, designing self-regulated systems to handle faults, and
addressing controller delays in practical performance. Additionally, studying estimation errors, sys-
tem uncertainties, and external perturbations is crucial for modeling, control, and stability. Tobajas et
al. (2022) [25] have noted that energy consumption in industrial automation is a critical concern, with
researchers focusing on intelligent optimization techniques to improve energy efficiency.P. Warrier
and P. Shah (2021) [27] emphasize that fractional order controllers offer promising advancements for
efficient, smart, and sustainable energy systems, essential for meeting Industry 4.0 standards. Tepl-
jakov A et al. (2018) [28] state that the FOPID has proven to provide better control signals, but the
dearth of research on energy-efficient algorithms for these intricate systems prevails. Ranganayakulu
R et al. (2018) [29] have compared conventional PID and FOPID tuning methods. Metrics based on
the Integral of Absolute Error (IAE), Total Variation (TV), and Maximum Sensitivity (Ms) were ex-
amined. First-order plus dead time processes were checked for robustness with increasing L/T ratio
with respect to IAE, TV, and Ms, and an optimal tuning method was recommended. This type of
research is limited and has to be explored more.

4.5. Literature Insights

From the literature review section, it was deduced that FOPID controllers offer greater flexibil-
ity and robustness compared to classical PID controllers. Their particular usefulness for handling
systems with high uncertainty and nonlinear behavior gives them an edge over the other controllers,
thereby enabling them to handle nonlinear processes in nature. The thorough literature review shows
that fractional order PIDs are a very lucrative choice for industrial automation that needs to control
such natural processes. The implementation of these controllers on the PLCs is very sparsely ex-
plored, which is aimed to be explored through this review. To optimise FOPID control in industrial
PLC applications, machine learning techniques, such as reinforcement learning and nature-inspired
algorithms, need to be further explored. Automated code generation reduces manual implementation
effort, enhances computational efficiency for real-time FOPID execution, optimizes control perfor-
mance, minimizes energy consumption, and ensures seamless cross-platform compatibility for indus-
trial PLCs.

5. Review Methodology

5.1. Implementing Fractional Order Controllers on PLCs

This review synthesizes recent research efforts, emerging methodologies, and practical consider-
ations surrounding the implementation of energy-efficient Fractional-Order PID (FOPID) controllers
on Programmable Logic Controllers (PLCs). The analysis is structured across six critical phases,

Sandra Francis (Recent Advances in Energy-Efficient Fractional-Order PID Control for Industrial PLC-Based

Automation:A Review)



1224 International Journal of Robotics and Control Systems
Vol. 5, No. 2, 2025, pp. 1211-1237

ISSN 2775-2658

reflecting the design-to-deployment lifecycle of such systems. The reviewed studies highlight both
theoretical advancements and industrial applicability, with a focus on control performance, computa-
tional efficiency, and energy sustainability.

• System Analysis and Problem Formulation: Research consistently highlights limitations in scan
cycle durations, memory allocation, and processor speed as major barriers to implementing com-
putationally intensive algorithms like fractional-order controllers. Comparative energy profiling of
conventional PID and FOPID controllers, utilizing tools like power analyzers, current sensors, and
PLC diagnostics to assess energy draw during closed-loop control.

• FOPID Optimization for PLC Deployment: The literature reveals a growing focus on low-complexity
implementations of fractional operators for PLC environments. ORA remains the most frequently
adopted method due to its favorable frequency-domain characteristics and amenability to precom-
puted coefficient use .Use of recursive structures and lookup tables to eliminate the need for real-
time complex number operations or high-order filters.

• Energy-Efficient PLC Execution Strategies: A substantial body of work explores real-time opti-
mizations at the PLC programming level. These efforts aim to reduce processor load, shorten
execution cycles, and minimize unnecessary computations. Task prioritization and interrupt-driven
control logic allow critical tasks to preempt less essential routines. Optimization of Structured Text
(ST), Function Block Diagram (FBD), and Ladder Logic (LD) to reduce code complexity.Adaptive
sampling and event-triggered control, which align execution frequency with system dynamics to
reduce computational waste.Low-power operation modes and multi-core processing, where sup-
ported, to balance performance with energy usage.

• Simulation and Evaluation Approaches: Simulation plays a pivotal role in evaluating controller per-
formance prior to deployment. The majority of studies leverage MATLAB/Simulink environments,
often augmented with toolboxes like FOMCON for modeling and analyzing fractional-order sys-
tems. The performance metrics are IAE, ISE, ITAE, and ISCS (Integral of Squared Control Signal)
for control and energy evaluation. Additional metrics include computational load indicators, such
as CPU usage and memory allocation, and control signal smoothness and actuator wear estimations.
Simulation results often serve as precursors to Hardware-in-the-Loop (HIL) testing and deployment
on PLC platforms.

• Experimental Validation on Industrial PLCs: Experimental efforts in recent literature have ex-
panded beyond simulation, with deployment on Siemens, Allen-Bradley, and Beckhoff PLCs. HIL
testing frameworks allow integration with real-time plant emulators and enable fine-grained as-
sessment of controller performance under actual PLC constraints. Experimental observations in-
clude real-time measurements of latency, scan times, and processor utilization .Energy consumption
tracking and evaluation of control performance under step input and disturbance scenarios. These
experiments validate the theoretical feasibility and energy-saving potential of optimized FOPID
implementations.

• Optimization Strategies and Industrial Feasibility: Application of multi-objective optimization
frameworks to identify trade-offs between energy use and transient response. The use of adap-
tive FOPID controllers, capable of real-time retuning based on process dynamics and performance
feedback.Development of modular, scalable design templates to enable cross-platform deployment
with minimal reconfiguration.

Further expanding this is a detailed technical outline that can be followed to achieve the above
points. The two subsequent steps are first to design and tune the fractional order PID [83] and then
implement it on the PLC. The system design will use the concepts of fractional calculus to develop
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a fractional order controller algorithm that will be put into practice using the PLC programming en-
vironment. Simulation and modeling are done using tools like MATLAB/Simulink to test FOPIDs
behavior in comparison to traditional controllers. The model focuses on energy consumption, system
response time, etc. Data on energy consumption, system performance (settling time, overshoot, etc.),
and stability can be collected. Statistical analysis is a good and popular approach to conduct a com-
parison of the energy efficiency and performance of the FOPID versus traditional controllers [56].
For the system design and modeling, the plant model designing is the first step. Any control system
is dynamic and has nonlinear characteristics. The primary goal of such a system is to maintain a
setpoint despite disturbances or changes in the environment. For representing such systems, transfer
functions are used, which mathematically represent the relationship between inputs and outputs in the
frequency domain. The transfer function will help to tune the controllers. The entire system’s transfer
function includes the process, actuator, and sensing dynamics:

Goverall(s) = Gv(s)GP (s)GH(s) (5)

For example, if the process is approximated using the FOPTD(fractional order plus time delay)
model, the transfer function is as follows:

Gf (s) =
Kfe

−tds

τs+ 1
(6)

This will help identify system dynamics like step response and estimation of errors. Before
implementation, the system’s response to control inputs or disturbances can be predicted. This can
be done using the MATLAB system identification toolbox. As shown in Equation 1, the fractional-
order, the integrodifferential operator can be described by different definitions, which are GL, RL,
and C definitions. The digital modeling of the fractional order operator is done using any one of
these definitions. The implementation of the operator in Equation on a digital platform requires the
application of the discrete approximant. Tuning a FOPID controller involves finding the optimal set
of parameters that define the controller’s behavior, which is done using the MATLABs FOMCON
toolbox [65]. The most known methods are the PSE [68] and CFE. The accuracy of both of these
types of approximations is estimated by the calculation of the cost functions and then the reduction
of these that are the Integral of Squared Error (ISE), Integral of Absolute Error (IAE) and Integral of
Time-weighted Absolute Error (ITAE) as shown in the equations (7), (8), (9).

ISE =

∫ ∞

0
e2(t) dt (7)

IAE =

∫ ∞

0
|e(t)| dt (8)

ITAE =

∫ ∞

0
t|e(t)| dt (9)

The implementation of an elementary fractional-order plant, represented by a transfer function in
the s-domain, on a PLC platform utilizing normalized software tools is based upon the approximation
order of the model, with higher-order approximations delivering superior accuracy. The adoption of a
particular approximant that helps in the realization of the fractional order element depends upon op-
timal order selection, execution time, and memory [73]. There has to be a tradeoff between accuracy
and memory capacity. The input and output signals out of a FOPID are normally analog. The current
outputs are 0-20 mA or 4-20 mA. In the case of voltage outputs on the module, it is 0-10 V, ± 5 V, or
0-5 V. The actuators accept either 0 or 1 as input. For simulation and parameter tuning, the control
algorithm is implemented in the MATLAB/Simulink environment. The functional blocks are created.
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Direct implementation is not possible in Simulink. Hence, depending on the approximation method
selected, the sλand sµ are implemented in a block that is dedicated to the approximation method. This
MATLAB function block can be executed directly in Simulink. In MATLAB, the object-oriented pro-
gramming technique establishment of the FOTF-class, with which the fractional-order transfer func-
tion can be expressed, is present. It is used to describe FOTF block interconnections. For instance,
for the FOTF class, a folder named @fotf should be created first [22]. This can be done in MAT-
LAB/Simulink [20], which can be used to realize the fractional order operators. Approximation helps
in reducing computational complexity as in converting higher order systems to lower order systems,
simplifies nonlinear models, and also helps in improving real-time implementation.

This process leads to a loss of accuracy in system behavior and deviation from desired perfor-
mance. More fine-tuning methods can be done using optimization methods to refine the parameters,
stability under different operating conditions, and energy-aware tuning that helps minimize power
consumption. By fine-tuning system parameters, optimization ensures that approximated models
work as close as possible to their ideal counterparts while being computationally efficient. Fig. 7.
shows the proposed way in which the FOPID is realized on PLC.

Fig. 7. Design and deployment of FOPID in industrial PLC systems

The elements are input devices or sensors that detect physical changes like temperature, pressure,
and proximity and send the signals to the PLC. The input module receives the signals from the sensors
and converts them to signals that PLC can understand. The brain is the central processing unit (CPU)
where the input data is processed and executed, after which appropriate output signals are sent along
with which to and from communication with the other devices is done.

The output module then controls external devices like actuators, etc. The FOPID sets the desired
setpoint and the difference between the desired setpoint and the actual process output. The process
plant is the actual plant that is being controlled. The feedback loop is created where the output is
fed back and compared with the error signal. In essence, while the PLC block diagram shows the
interaction between hardware elements in an automation process, the FOPID block diagram focuses
on control system elements for precise and flexible process control using fractional calculus. Com-
bining the above two, that is implementation of FOPID controllers in PLCs represents a significant
advancement in industrial automation.

The PLC is the hardware used to implement the FOPID control strategy. Existing control systems
that have the PLCs with FOPIDs integrated are a promising avenue in research and development; for
example, some experimental setups use ethernet communication between the PLCs having the frac-
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tional order control algorithm. The hardware in loop simulation involves TCP/IP communication
between Simulink and the PLC [39]. It is a well-known fact that work/effort towards reducing or bet-
ter controlling processes to save energy exists. Major efforts to implement fractional order theory to
control systems have been made. Leveraging the principles of fractional calculus, the ability to reduce
energy consumption and improve operational efficiency is achievable but less explored and quantified.
Smart manufacturing objectives can be achieved by the use of energy-efficient control strategies that
use fractional order controllers in PLC. The aim is to explore the application of FOPID to develop
energy-efficient control strategies and compare it with conventional PIDs. The implementation of
FOPID controllers in PLCs has gained traction because of their control capabilities and robust control
action as compared to IOPID controllers [40].FOPID controllers exhibit improved robustness against
disturbances and uncertainties.

All the past outputs have to be memorized due to memory effects in FOPIDs hence the discretiza-
tion and approximation methods are used common one being the GL operator of order α ∈ (n−1, n)
where n is the step size and could be any real number [24]. These approximation methods simplify
the implementation of fractional-order controllers, making them more feasible for industrial use by
approximating the fractional derivatives and integrals to integer-order equivalents. Tuning the pa-
rameters of the FOPID controller involves determining the appropriate values for the proportional,
integral, and derivative terms, as well as the fractional orders of each term. For the translation of
fractional order operations to discrete-time algorithms suitable for PLCs, these methods are crucial.
FOPIDs have been successfully implemented on PLCs in industrial scenarios such as temperature
control [24] by implementing in pipelines to maintain desired temperature, hydraulic systems [41] for
providing enhanced precision and response times, and water level control [8], [23] but have not fo-
cused on energy efficiency. The different tuning methods for the FOPIDs as discussed in [42], [43] are
optimization with integral criteria, autotuning, and so on. The structure is implemented in the PLC
controller with a high-level Structured Text (ST) language, for instance with Simulink PLC Coder
toolbox [44]. Utilizing the PLC and SCADA systems, a framework is developed for supervising and,
in turn, regulating the temperature and data collection [8], [12]. The factors influencing the method
selection are PLC processing power due to computational complexity, frequency range of interest,
and the need for more resources due to complex models. Also, for a FOPID controller, approxima-
tions used are complicated and need more resources for computation [28]. Tracking systems consume
energy to operate motors or actuators. This self-consumption must be factored into the overall sys-
tem efficiency. FOPID controllers provide fine-tuned control over the tracking system’s motors or
actuators by managing their movements more efficiently.

Implementation of PLC can be done with the help of software tools and object-oriented program-
ming using the IEC 61131 standard [50], [51]. For making the system behave as desired, the amount
of energy that is the control energy used by the controller is known as control effort [52]. The control
effort refers to the energy or magnitude of the input signal u(t) that the controller uses to achieve its
goal, for example, tracking references and minimizing errors. Mathematically, it is represented as
seen in Equation (10) [53].

E =

∫ T

0
u(t)2 dt (10)

This quantifies the total work done by the controller. There are two types of efforts that are cheap
control effort and fixed control effort in which there is no penalty for using more energy (control
input); in contrast, a penalty is placed if the controller exceeds a pre-defined threshold respectively
[55]. The reason to fix the control effort is that actuators (e.g., motors or valves) have finite capacities
and can’t produce infinitely high or sustained control inputs. To operate for long hours, conservation
of energy is needed. Control signals beyond a certain level can cause saturation, instability, and
damage. A constraint is fixed in controller design now, the performance metrics must be balanced
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with this constraint. In an optimal control problem, the cost function might now include a term that
penalizes excessive control input. If the control effort is “cheap”, the controller might overuse a
heating/cooling element to maintain precise temperature, regardless of power consumption. If the
control effort is “fixed”, the system limits how much energy the controller can use.

This may result in slower temperature adjustments or slight deviations from the setpoint, balanc-
ing precision with energy efficiency. Reduced energy might weaken the controllers’ ability to keep
the system stable, especially under challenging conditions like disturbances. Hence, a trade-off be-
tween energy efficiency, error, and stability has to be made. The parameters associated with FOPID
are Kp, Ki, Kd, λ, and µ, which pose challenges for implementation due to their high dimensional
nature [50]. Hence, the limited computational resources in PLCs make the process challenging. Since
there is a large search space, exploring all the possible combinations is an arduous task and increases
exponentially. Also, the complexity associated with the PLCs being resource-constrained leads to a
lack of processing power to handle such conditions efficiently. Timing constraints within industrial
settings also place a burden on optimization algorithms that require multiple iterations that exceed
the allowable computation time of PLCs and convergence exceeding practical limits. Algorithms
get trapped in local minima as there are multiple present in the search space leading to suboptimal
parameter values.

A lack of deterministic behavior due to a poor initial guess of FOPID parameters again leads to
suboptimal values and convergence times. PLCs being designed for deterministic behavior /control
overwhelms PLC processors. The objective function for FOPID tuning often involves minimizing an
error metric. Hence, lightweight optimization techniques tailored for PLCs, leveraging parallel com-
putation, model-free tuning, and combining global search methods with local optimization techniques
for faster convergence highlight a deficiency in research. Small overshoots and faster convergence are
observed in FOPID [66].

5.2. Hardware and Software Constraints in PLC-Based FOPID Implementation

In PLCs with limited resources, there are issues with processor power, memory constraints, and
execution speed. A few challenges and the potential solutions are presented that have to be kept
in mind while designing. Discrete-time approximations should be adjusted for a balance between
accuracy and real-time feasibility because direct implementation of fractional calculus can be com-
putationally costly. Computational overhead can be decreased by using strategies like reduced-order
approximations and precomputed lookup tables. A PLC uses discrete scan cycles, and delays or
skipped cycles may result if the control algorithm takes longer than the scan time. Due to their set ex-
ecution times, PLCs make high-order computations more difficult than microcontrollers or industrial
PCs. The sample time should be selected so that control calculations are finished in a single scan cycle
in order to guarantee real-time execution; ideally, the PLC cycle time should be less than 70 % of the
sampling time. The efficiency of execution can be further increased by using simpler numerical ap-
proximations. To optimize memory usage, fixed-point arithmetic can be used instead of floating-point
calculations. Additionally, parameter reduction techniques can help minimize storage requirements
for fractional differentiation operators, ensuring efficient implementation.To balance accuracy and ex-
ecution speed, lower-order approximations should be used while maintaining effective performance.
Additionally, adaptive control techniques can dynamically adjust the computational load based on
system conditions, ensuring efficient real-time operation. While existing research mentions AI-based
tuning, it lacks real-world case studies demonstrating feasibility in PLC-based execution. To address
this, AI algorithms can be offloaded to edge computing devices or cloud-based optimization frame-
works while the PLC operates with the optimized controller parameters in real time. Alternatively,
lightweight heuristic methods can be integrated directly into PLC firmware for real-time parameter
tuning.

When implementing a FOPID controller on a PLC with a focus on energy efficiency, the algo-
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rithm must balance control performance and computational efficiency. Key considerations include
optimizing proportional (Kp), integral (Ki, λ), and derivative (Kd, µ) gains to minimize energy-
intensive control actions while maintaining accuracy and stability. Efficient discretization of frac-
tional operators, such as through Oustaloup or Grünwald-Letnikov approximations, is essential to
reduce computational overhead. Sampling time must be carefully selected to balance precision and
PLC energy consumption.The algorithm should incorporate energy-aware tuning methods, like on-
line adaptive approaches or multi-objective optimization (e.g., genetic algorithms or particle swarm
optimization), to dynamically adjust to changing system conditions [78]–[80].The role of AI-driven
methods, such as machine learning (ML) and heuristic optimization, is gaining attention for FOPID
tuning, but real-world adoption remains limited due to computational constraints. A review of au-
totuning methods for FOPID highlights that while techniques like reinforcement learning (RL) and
deep learning (DL) can enhance controller adaptation, their feasibility on standard industrial PLCs is
still an open challenge. Industrial applications typically favor simpler heuristic methods, such as GA
or PSO, due to their lower computational demand compared to ML-based approaches. [80].

Another key finding is that industrial FOPID implementations must account for discrete-time
effects, as improper tuning can lead to instability due to numerical inaccuracies in PLCs. Some re-
cent studies suggest that hybrid approaches—where an initial FOPID design is refined using online
learning techniques—can improve performance while keeping computational complexity manage-
able. Additionally, fault detection, predictive features, and efficient numerical solvers enhance sys-
tem stability and reduce energy waste while minimizing execution time and memory usage, ensuring
real-time responsiveness. Ultimately, combining these considerations enables an energy-efficient and
reliable FOPID implementation on PLC. There is a lack of dedicated libraries and standardized tuning
methods. Furthermore, suboptimal energy may arise from current control strategies in PLC systems
when processes involve parameters such as loads and high inertia. An optimized framework is needed
so that specific targets of energy consumption reduction can be met. This allows better system per-
formance and also a future extension to leverage machine learning algorithms as an extension to the
above.

The implementation of the FOPID controller on PLC is both challenging and less explored in
industrial applications, unlike traditional PID controllers, which are well-supported by standard PLC
hardware and software.The practical implementation of energy-efficient FOPID controllers on PLCs
remains a challenge due to computational limitations, discretization inefficiencies, and trade-offs in
control performance. While heuristic optimization methods offer a promising path, their industrial
adoption depends on balancing real-time constraints with control accuracy. Future research should
focus on developing lightweight AI-driven tuning methods and adaptive discretization techniques that
align with PLC constraints while retaining the benefits of fractional-order control.FOPID controllers
require numerical approximations for implementation on PLCs, given the non-integer differentiation
involved. The Grünwald–Letnikov (GL) discretization method is commonly used due to its suitability
for real-time execution on embedded hardware like PLCs. However, computational efficiency is a
challenge. By following the flowchart as shown in Fig. 8, you can systematically achieve the desired
goal.

6. Comparative Analysis and Discussion

• Computational Efficiency: Fractional order controllers show better control performance with a pos-
sible disadvantage, which is the complexity to implement on PLCs.Execution time is greatly de-
creased by using fixed-point approximations and recursive ORA implementations. For mid-range
PLCs, near real-time control without compromising precision is possible with lookup-based tech-
niques and precomputed fractional coefficients.

• Energy Savings Potential: An increasingly important component of sustainable automation is energy-
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Fig. 8. Process flow diagram

aware control. Optimized FOPID designs reduce control-loop energy consumption by 25–35%.
Energy savings are further enhanced by adaptive and event-driven sampling, particularly in slow-
dynamics systems like thermal processes.

• Performance vs. Efficiency Trade-Offs: A recurring theme is the balance between control accuracy
and computational resource use. While high-order approximations yield better performance, they
also increase execution cost.

• Computational Intelligence: AI-driven tuning and adaptation are shifting FOPID design from static
to dynamic paradigms.

• Industrial Viability: Standardization of PLC programming suites’ fractional-order function com-
ponents is needed. Fixed-point fractional operations are better supported in IEC 61131-3 environ-
ments. Industry-specific standards to facilitate incorporation into current control systems

Table 4 presents a comparative summary of recent studies implementing PID and FOPID con-
trollers on industrial PLC platforms. Across varied applications—including temperature, power, and
level control—FOPID controllers consistently demonstrate improved tracking, reduced rise and set-
tling times, and enhanced signal quality. These results highlight the potential of FOPID control strate-
gies to balance performance and energy efficiency in real-world PLC-based automation systems.
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7. Conclusion

7.1. Challenges

While FOPID controllers offer superior performance in terms of robustness and adaptability,
their practical implementation in PLCs remains constrained by computational complexity especially
those relying on approximation techniques (e.g., Oustaloup, Grunwald–Letnikov, Tustin CFE) im-
pose a significant computational burden on PLCs, particularly those with limited processing power,
memory limitations, and the absence of standardized frameworks. Achieving real-time execution of
fractional calculus operations on industrial PLCs remains a major bottleneck, often requiring trade-
offs between accuracy and response time.

Table 4. Comparative summary of PLC-based control systems using PID and FOPID controllers

PLC Model Controlled Process Performance Metrics PID vs FOPID

Omron NX
NX1P2
9024DT1 [8]

Heat exchanger tem-
perature control

PID (non-optimized): Rise Time = 25.02
s, Settling Time = 276.98 s, Overshoot =
19.48%
FOPID (optimized using ACO): Rise Time
= 12.97 s, Settling Time = 238.71 s, Over-
shoot = 19.2%
Energy efficiency discussed qualitatively.

Optimized FOPID achieves
significantly faster rise
time and reduced settling
time with comparable over-
shoot, contributing to more
energy-efficient operation.

Siemens S7
1200 [23]

Pipeline temperature
control

FOPID controller yields approximately 2×
lower maximum error than PID, but has
higher overshoot and longer settling time.

FOPID reduces maximum
error substantially, while
classical PID shows better
overshoot and settling per-
formance.

Manufacturer-
supplied PLC
(model unspec-
ified) [44]

PWR thermal power
control

PID shows excellent tracking but generates
noisy control signals.
FOPID with anti-windup achieves similar
tracking with lower noise.
No numerical values provided for over-
shoot or settling time.

PID achieves superior
tracking accuracy; FOPID
delivers cleaner control sig-
nals at the cost of increased
computational complexity.

Festo MPS
PA Compact
Worksta-
tion [81]

Water level control Optimized FOPID offers low overshoot,
zero steady-state error, and short settling
time.
Energy efficiency is qualitatively validated.

FOPID outperforms classi-
cal PID in terms of over-
shoot, steady-state error,
and energy efficiency, sup-
ported by experimental re-
sults.

Addressing these challenges is crucial for enabling widespread industrial adoption and enhanc-
ing energy efficiency in automated systems. One of the primary obstacles is the high computational
load associated with fractional-order calculations, which poses significant challenges for real-time
execution on resource-constrained PLCs. When compared to advanced control platforms like digital
signal processors (DSP), field-programmable gate array (FPGA), and microcontrollers, PLCs have
less processing power as they are built for discrete control and integer order computations compared
to standard PID controllers. The limited processing power, sampling period and memory of PLCs
can pose constraints when implementing the iterative and recursive algorithms required for fractional
order calculations; hence, equations must be suitably discretized for implementation. Depending on
the kind of process being monitored, this could result in an overestimation of the controller’s perfor-
mance under various circumstances. During operation, noise, disturbances, and changes in process
dynamics frequently limit precision, such as the controller gain. Another critical challenge is the lack
of universal standards and software toolchains for integrating FOPID into PLC programming envi-
ronments. Unlike conventional PID controllers, which are well-supported in industrial automation
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software, FOPID controllers require specialized libraries and parameter-tuning strategies. Potential
solutions include optimized numerical approximation techniques, lookup table-based implementa-
tions, and hardware acceleration (e.g., FPGA or GPU-assisted computation). While metaheuristic
algorithms have shown promise in optimizing FOPID parameters, they are computationally intensive
and may not be practical for online adaptation in low-power PLCs. The development of standard-
ized function blocks, energy-aware tuning algorithms, and adaptive control strategies will play a key
role in making FOPID a viable option for real-time industrial applications. Although many studies
claim energy-efficient operation, few provide standardized metrics or benchmarks to quantify energy
savings, leading to inconsistent evaluations across the literature.

7.2. Future Research Directions

A noticeable gap exists between theoretical advancements and the robust, practical tools indus-
tries require. Current research shows a lack of cost-effective, energy-efficient solutions. While signif-
icant progress has been made in the field of energy-efficient FOPID control for industrial automation,
several technical and practical challenges remain. Addressing these issues through computational
optimizations, standardization efforts, and interdisciplinary research will be critical for unlocking
the full potential of FOPID in next-generation PLC-based automation systems. There is a need to
emphasize the need for interdisciplinary collaboration between fractional calculus experts and PLC
programmers that can take the best of both worlds and use it to the benefit of humankind. Future
advancements in hardware, software integration, and energy-aware tuning methodologies will deter-
mine the feasibility of deploying FOPID controllers at scale in industrial environments. Real-time
hardware solutions and software-based simulations of fractional controllers are limited. Extensive
studies comparing the energy usage of FOPID and IOPID in PLC applications is the need. An oppor-
tunity is present to explore how FOPID controllers can be enhanced through Industry 4.0 technologies
to enable more adaptive, efficient, and predictive control strategies .Development of Lightweight Ap-
proximation Techniques tailored for resource-constrained PLCs.Integrating Industry 4.0 technologies,
such as machine learning and IoT, can enable the adaptive tuning of FOPID parameters in real time,
enhancing system resilience and energy efficiency. Creating modular and hardware-agnostic FOPID
libraries compatible with major PLC brands would support wider industrial adoption. Future tuning
methods should incorporate energy consumption directly into their objective functions to optimize
both control performance and power efficiency. There is a strong need for more hardware-in-the-loop
(HIL) and real-world experiments to evaluate FOPID controllers across varied industrial scenarios,
including non-linear and time-delay systems. In a nutshell, the paper highlights the recent advance-
ments, challenges, and future prospects of energy-efficient FOPID control in industrial PLC-based
automation. There is a need for automated verification to enhance safety and reliability, along with
better integration with Industry 4.0 and IoT. Research on AI/ML-driven PLC programming remains
limited, offering the potential for automation and intelligent code generation.
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