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 Previous studies have demonstrated that technology helps achieve learning 

outcomes. However, many studies focus on just one aspect of technology’s 

role in educational assessment practices, leaving a gap in studies that 

examine how various aspects affect the use of technology in assessments. 

Hence, through a systematic work, we analyzed the extent and manner in 

which technology is integrated into educational assessments and how 

education level, domain of learning, and region may affect the use of 

technology. We reviewed empirical studies from two major databases (i.e., 

Scopus and ERIC) and a national journal whose focus and scope are on 

educational measurement and assessment, following PRISMA guidelines 

for systematic reviews. The findings of the present study are directed 

towards emphasizing the roles of technology in educational assessment 

practices and how these roles are adapted to varying educational contexts 

such as the level of education, the three domains of learning (i.e., cognitive, 

psychomotor, and affective), and the setting in which the assessment was 

conducted. These findings not only highlight the current roles of 

technology in educational assessment but also provide a roadmap for future 

research aimed at optimizing the integration of technology across diverse 

educational contexts. 
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1. Introduction 

Educational assessment is an integral and essential part of the learning process as it provides 

information on student learning progress and achievement [1]-[5]. The information obtained from 

educational assessments allows teachers to evaluate the effectiveness of the learning methods they 

have implemented in the classroom and make sound data-driven decisions to improve learning. The 

objective of assessment is thus not only limited to identifying students’ level of competence, but also 

to identify students’ strengths and weaknesses that enable the design of learning methods or strategies 

in accordance with characteristics and needs of students. The emergence of digital technologies such 

as computers, mobile devices, the internet, and various applications has led to new opportunities to 

improve and change the way educational assessments are carried out. Technology has offered the 

potential to improve the efficiency, accuracy [6], and attractiveness of assessments and create quality 

assessments through ensuring quality of test or questionnaire items [7]-[12], as well as to make it 

easier to collect, analyze, and store assessment data and even to report assessment results [13]-[15].  

Although it has been suggested that the use of technology in education or the learning process is 

not mandatory as it is not always helpful [16], [17], it has been believed that the appropriate use of 

technology can support the planning, implementation and evaluation of learning and support the 

achievement of various educational objectives. Extensive studies suggest that the extent to which 

technology is appropriately used tends to be relative to the type of educational technology that 

corresponds to the primary focus of that type of technology. Previous studies [18]-[24] have 

demonstrated the use of technology in the learning process, starting from planning, implementation, 

and assessment of learning. It has been shown that the use of technology in the learning process has 

been able to assist teachers in accomplishing their work related to organizing the learning process 

more easily, effectively, and efficiently [23], [25], [26]. 

Various types of educational assessments are available for teachers to use. Based on purpose, 

time of administration, construction, and design, assessments are divided into three types: diagnostic 

assessment, formative assessment, and summative assessment [27]. As the name implies, diagnostic 

assessment focuses on diagnosing the difficulties encountered by students including their strengths 

and weaknesses in learning a learning content or in mastering a competency that has been set in the 

learning objectives [27]-[29]. The results that teachers obtain from diagnostic assessments can thus 

provide more detailed information on student characteristics so that they can design learning more 

specialized and personalized according to the needs of each student [4], [27], [29]. As for formative 

assessment, which based on the purpose of assessment is also referred to as assessment for learning, 

it provides information related to the extent to which students understand the learning, in which 

direction students will learn and how they will get there [27]. The implementation of assessment for 

learning is integrated with learning activities, where the results obtained from the assessment are used 

for learning improvement and evaluation of the learning process that teachers have facilitated and 

learners have engaged in. Teachers who are able to utilize the results of assessment for learning are 

expected to maintain students’ learning pace, provide adequate assistance for students who experience 

more challenges in achieving learning objectives, and improve the quality of learning. The existence 

of technology that has offered various features, such as Kahoot! and GeoGebra, is possible to assist 

teachers in conducting formative assessments. 

The utilization of technology in formative assessment can be carried out in various ways to 

increase the effectiveness and efficiency of the assessment process. An instance of such technology 

utilization is the use of online platforms or applications that allow teachers to digitally administer 

questionnaire, quizzes, tests, or assignments [30]-[32]. The use of these technologies allows students 

to access and take the assessments through electronic devices such as computers, laptops, or 

smartphones [32]. Thus, teachers can conveniently monitor students’ learning progress in real-time 

and provide quick and specific feedback. Technology also enables the use of various interactive and 

engaging assessment formats, such as gamification, simulation, or the use of multimedia [33]-[35]. 

This may increase student motivation and engagement in the assessment process. In addition, 

technology can assist in collecting and analyzing assessment data automatically [36], [37], allowing 
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teachers to immediately identify areas that need special attention and adjust learning strategies 

according to student’s needs. The same thing related to the potential utilization of technology also 

holds true for summative assessments. This assessment, carried out at the end of a unit of learning, 

provides information on the extent to which students have achieved the learning objectives. 

Summative assessments on a small scale vary in terms of their use, ranging from assessing critical 

thinking skills [38], evaluating the learning practices that teachers facilitate for their students, to 

making adjustments to better support student learning [1], [2], [39], [40]. While at a broader level, 

summative assessments can be conducted to obtain information that can be used for the purposes of 

mapping learner achievements across schools and regions. 

A number of studies conducted through a comprehensive systematic review approach, such as 

[41], have investigated the role of technology in learning assessment practices. It has been provided 

evidence of the diverse impact of technology in assessment that points to the benefits offered by such 

technology such as increased student engagement and accommodating concerns about potential 

cheating in test-taking and the increased workload that teachers face in carrying out different types of 

assessments. Not only emphasizing the potential of using technology in assessment, other studies, 

such as [42], have also highlighted the importance of effective integration of technology and support 

from educational institutions for the use of technology in assessment practices. Mangaroska et al. [43] 

provide a comprehensive overview of assessment in technology-rich environments, focusing on 

diverse situations such as adaptive learning, data-driven approaches, and game-based learning. In 

addition, Lin [44] has explored different assessment tools for science, technology, engineering, and 

mathematics (STEM) education contexts. It is clear that extensive studies have been conducted 

focusing on the implementation of technology-supported educational assessment practices.  

Again, given the large number of existing studies that aim to utilize technology in a variety of 

educational assessment practices, we have identified a number of studies that were conducted using 

systematic or non-systematic review approaches with the aim of examining the various uses of 

technology in assessment. Through a non-systematic review, a variety of possible uses of technology 

in educational assessment practices in early childhood education were identified, leading to a number 

of recommendations on the design, development and implementation of assessments that could 

possibly promote student learning [27]. Various roles offered by technology in supporting educational 

assessment practices in early childhood education level include developing test or non-test items; 

providing support for validity evidence, reliability estimates, and item characteristics of measurement 

instruments through psychometric evaluation; administering tests; scoring tests; and test reporting and 

interpretation. In a systematic review of studies conducted in more than 30 countries, it has been 

reported that technology has been used in educational assessment practices that make it possible to 

improve learning and reduce teacher workloads that are not directly related to facilitating student 

learning [41]. These potentials are obtained when technology is used in activities or matters related to 

the assessment process, starting from before, during, and after the assessment. The studies on the role 

of technology in assessment included in the review by Chen and colleagues [41] focused more on the 

elementary to high school level. The technology used in the assessment practices in the studies they 

[41] have reviewed was used for various purposes, such as to administer tests, conduct formative 

assessments or assessments for learning that enable better learning, conduct test scoring, and report 

test results and their interpretation. 

In a recently published study, Madland and colleagues [45] have reported the findings of their 

literature review on the use of technology in assessment practices in higher education. One of the 

focuses of their findings is how technology has played a role in supporting formative and summative 

assessment practices in higher educatio n with an emphasis on the benefits of and strategies for using 

such technology. Taking into account previous studies that have uncovered the use of technology in 

educational assessment practices through systematic or non-systematic review approaches, it still 

remains an opportunity for further exploration on the use of technology to support educational 

assessment practices especially by considering aspects that have received less extensive attention and 

exploration. The present study which uses the systematic review method is thus intended to investigate 

the use or role of technology in educational assessment practices by taking into account aspects that 
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may be related to or influence the use of technology. We should recognize that technology comes in 

many forms. Based on the review of previous studies mentioned earlier, in this study, technology in 

educational assessment practices can include computer-based testing, learning management systems, 

data analysis and reporting tools, online survey tools, and interactive quiz tools. The systematic review 

method allowed us to obtain literature relevant to the role of technology in educational assessment 

practices based on a detailed and comprehensive search strategy and synthesize the findings of 

empirical studies presented in the literature [46]. The following are the research questions (RQs) that 

drive us to achieve the objective of the present study. 

1. RQ1: To what extent has technology been used to support educational assessment practices? 

• RQ1a: What technologies are used in educational assessment practices? 

• RQ1b: To what extent are these technologies used in educational assessment practices? 

2. RQ2: How does the role of technology in educational assessment practices relate to the level of 

education? 

3. RQ3: How does the role of technology in educational assessment practices relate to the three 

domains in Bloom’s taxonomy of learning (i.e., cognitive, psychomotor, and affective) that 

become the focus of assessment? 

4. RQ4: How does the role of technology in educational assessment practices relate to the region in 

which the assessment took place? 

Through providing answers to these research questions, this study is expected to contribute to the 

body of knowledge on how technology has been instrumental in supporting educational assessment 

practices. How these technologies are used to play certain roles in educational assessment practices 

brings lessons to be learned. In addition, the study also provides a glimpse of trends in the role of 

technology use in assessment practices across three aspects, namely the level of education, the three 

domains of learning, and the region by continent where assessment practices are conducted. Exploring 

the role of technology across different levels of education makes it possible to identify which roles of 

technology should be maximized in assessment practices while adapting to the characteristics of 

students at each level of education. Findings from the exploration of the role of technology across 

domains allow for further investigation into the reasons behind the use of technology that emphasizes 

one domain over another and which or what technologies should be used for particular assessment 

practices in particular domain. Meanwhile, the exploration of technology roles across different regions 

will provide an opportunity to further investigate the possible reasons why one technology role is more 

dominant than another in a particular region. The identification of the role of technology in supporting 

assessment practices across different educational levels, domains, and regions suggests an 

understudied area that can be explored by future studies. 

2. Method  

The systematic review conducted in this current study aims to investigate the role of technology 

in supporting assessment practices in education and to investigate how this role relates to the level of 

education, the three domains of learning as proposed by Bloom (i.e., cognitive, psychomotor, and 

affective), and the region in which educational assessment is carried out. This investigation was 

carried out by reviewing journal articles that reported the results of empirical studies. The findings of 

this review are expected to contribute to the provision of lessons learned by educators, policy makers, 

and researchers in the use of technology to support assessment practices and to provide direction for 

future studies in an area that has received little attention. In this section, we describe our strategy for 

searching, collecting, and selecting the articles that would ultimately be carefully reviewed and 

synthesized in this study to answer the research questions we raised in this study. All of these processes 

are carried out according to the preferred reporting items for systematic reviews and meta-analyses 

(PRISMA) 2020 [47].  
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2.1. Search Strategy 

We performed a literature search of journal articles automatically by combining terms and 

keywords using two databases (i.e., Scopus and Education Resources Information Center (ERIC)) and 

manually in a national journal focusing on educational measurement and assessment. We used the 

Scopus database because it is the largest existing database that provides literature from a wide range 

of disciplines, including social sciences and education, offers enriched and comprehensive metadata 

records of the literature, and provides quality control assurance of the literature it includes [48], [49]. 

We also used ERIC because it is a database that provides a vast collection of literature primarily in 

education and the literature it includes is quality controlled through peer review [50], [51]. The terms 

and keywords we used to search the literature were selected based on the key types of educational 

assessment and the terms frequently associated with technology that we identified based on our 

experience so far from reading a large body of scientific literature in educational assessment and 

technology. We conducted a literature search on these two databases in April 2024. The search yielded 

757 documents from the Scopus database, 1191 documents from the ERIC database, and 152 

documents from the national journal database focusing on educational measurement and assessment. 

The results we obtained from this literature search are presented in the identification stage of the 

PRISMA flow diagram (see Fig. 1). Through initial screening, three duplicate documents were found 

from ERIC and one document was withdrawn from Scopus. This process resulted in 2096 documents 

ready for further screening. Details about the keywords or terms we used in the literature search 

including the Boolean operators we used to combine them, and the filtering aspects applied are 

presented in Table 1.  

Furthermore, we determined the eligibility and exclusion criteria for documents that have passed 

the initial screening (see Table 2). The eligible studies must be journal articles in English published 

from 2020 to 2024 to ensure that the present review derives findings based on up-to-date literature. 

Additionally, we required full access to journal articles for an in-depth review of the article’s contents. 

We ensure the scientific validity of the articles by selecting those that have undergone peer review 

before publication. 

Table 1.  Queries used on searching process 

Database Keywords Search and Other Applied Filters 

Scopus 

(TITLE-ABS-KEY((technology OR computer OR mobile OR digital) AND (based OR aided OR assisted) 

AND (summative OR formative OR feedback) AND (assessment OR evaluation)) AND PUBYEAR > 2018 

AND PUBYEAR < 2025 AND (LIMIT-TO (DOCTYPE,"ar")) AND (LIMIT-TO 

(LANGUAGE,"English")) AND (LIMIT-TO (SRCTYPE,"j")) AND (LIMIT-TO (PUBSTAGE,"final")) 

AND (LIMIT-TO (OA,"all")) AND (LIMIT-TO (SUBJAREA,"SOCI"))) 

ERIC 

(e-assessment OR assess* OR evaluat* OR measur*) AND (technolog* OR web OR digital* OR computer 

OR laptop OR smartphone OR mobile OR online) 

(computer OR technology OR digital OR mobile OR smartphone OR web OR online) AND (based OR 

aided OR assisted) AND (assessment OR formative OR summative OR authentic) 

2.2. Selection Process 

The next process in this review is to select literature in such a way that the literature selected is 

the most relevant to the objectives of the current study. This process belongs to the screening stage in 

the PRISMA flow diagram (see Fig. 1). We conducted this process through data management that was 

assisted by Zotero reference manager software. We utilized the group libraries feature to determine 

the eligibility of each document based on predetermined criteria. We imported the database with 

digital object identifier (DOI) and performed the selection process in the software simultaneously. 

The selection process was done manually in three stages, namely reading the title, reading the abstract, 

then reading the content of each article. Eligibility of documents refers to the criteria that have been 

agreed upon, such as literature type, published time, language, availability, and stage of review (see 

Table 2). This process was conducted by three authors to increase judgment reliability. Although it 

was time-consuming, this process was carried out by three authors in the same place and time by 

scrutinizing the articles and judging whether they could be selected for further processing. The three 
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authors discussed any discrepancy in judgment that arose to reach consensus on the selection of 

articles. The first stage resulted in 142 articles from Scopus, 228 articles from ERIC, and 25 articles 

from national journal, or a total of 395 articles ready for the next process. The next process is reading 

the abstract and full text. From this process, 226 articles were excluded from the document content 

reading process. The selection process yielded 169 articles to proceed in the coding process. PRISMA 

flow diagram for the selection of literature included in this study presented in Fig. 1. 

Table 2.  Eligibility and exclusion criteria 

Criterion Eligibility Exclusion 

Literature type Journal article Conference proceeding, book, systematic review articles 

Published time Since 2020 to 2024 Before 2020 

Language English Non-English 

Availability Full-text available Restricted access 

Stage of review Peer-reviewed only  

 

Fig. 1. PRISMA flow diagram for the selection of literature included in this study 

2.3. Coding and Analysis 

Coding was carried out on a licensed ATLAS.ti software. A total of three authors performed the 

coding process using the same license. The data that needed to be coded from each article included 

the level of education at which the technology-based assessment was held, the name of technology 

used for the assessment, the construct (i.e., skill, ability, concept, or competency) that becomes the 

focus of an assessment practice, the country in which the assessment is conducted, and the role of the 

technology in educational assessment practices. The assigned code related to the role of technology 

also reflects how technology has been used to support the assessment practice. We coded education 

levels into four categories by considering the possibility of a technology to be used in supporting 

educational assessment practices: kindergarten, elementary school, junior high school, senior high 

school, and higher education. We coded the role of technology use in assessment practice reported by 

journal articles using the possible roles offered by technology in assessment practice as identified in 

the study conducted by Neumann and colleagues [27]. As mentioned earlier, the technology roles in 

educational assessment practices that they have identified include providing support in item 

development, psychometric validation, test administration, test scoring, and test reporting and 

interpretation. However, we also opened up the possibility that there may be other roles for technology 

than those mentioned in [27]. Accordingly, in the present study, we used a deductive (top-down) 

approach [52] in coding the roles of technology to support assessment practices reported by the journal 



1662 
International Journal of Robotics and Control Systems 

ISSN 2775-2658 
Vol. 4, No. 4, 2024, pp. 1656-1693 

 

 

Heri Retnawati (A Systematic Review of the Use of Technology in Educational Assessment Practices: Lesson 

Learned and Direction for Future Studies) 

 

articles given that the coding was based on pre-defined codes, categories, or themes; and we are still 

open to new codes that may emerge. 

We should acknowledge that the coding process was challenging as the three coders were 

required to detect codes contained in the literature that demonstrated the focus of this study. We 

frequently found a journal article that discussed more than one level of education, the name of the 

technology used, and the role of technology in assessment practice. Coders would certainly be 

expected to be more sensitive in grasping the codes that align best with the focus of the assessment 

practice that a journal article reports on. Although the three coders are reasonably familiar with 

educational assessment theory and practice, cross-validation of the codes that each coder identified 

was conducted to ensure accuracy and consistency. This cross-validation has detected a small number 

of discrepancies between a word, phrase, sentence, or paragraph and the code assigned to it. This 

cross-validation along with discussion among coders to reach consensus was done to support the 

consistency in the coding process among the three coders, instead of using a quantitative approach 

through inter-coder reliability using certain statistical measure such as Cohen’s kappa as suggested by 

Krippendorff [53] and McHugh [54]. In order to assist coders in coding the role of technology, all 

coders were allowed to thoroughly read the literature and were facilitated to align their perceptions 

through discussion on a variety of possible activities or practices categorized into the five types of 

assessment practices as demonstrated in [27]. When a coder identified an activity or a practice that 

had little relevance to the five types of assessment practices, the three coders discussed to reach 

consensus on the possibility of introducing a new code related to the role of technology in educational 

assessment practices. This strategy also facilitated all coders in coding and making adjustments to the 

new codes across all journal articles. 

After the coding was completed, the next step was to review the codes, categorize the codes based 

on themes that align with the research questions in this study, and generate visualizations. Since the 

coding demonstrated such a wide variety of countries, we opted to categorize the countries into their 

respective continents. The same was applied to the coding results of the constructs that become the 

focus of assessment practice. We categorized the constructs into three domains in Bloom’s taxonomy 

of learning, namely cognitive, psychomotor, and affective. The three coders discussed until consensus 

was reached in assigning each construct to the appropriate domain. We visualized the findings on the 

role of technology in assessment practices and how it relates to levels of education, the three domains 

(i.e., cognitive, psychomotor, and affective) that are the focus of assessment, and the regions by 

continent where assessment took place in Sankey diagrams, respectively. Sankey diagrams enable us 

to observe the trend of the flow from one node in one layer to another node in another layer, where 

the flow has a certain thickness that indicates the magnitude or proportion of codes in a node to its 

corresponding node [55]. Through Sankey diagrams, we managed to provide a more detailed snapshot 

of trends regarding which technology roles received more and which received less attention based on 

education level, domains of the constructs focused on in assessment practices, and continent. Overall, 

the results obtained from the extraction and coding of the studies included in this study were analyzed 

and synthesized through a narrative approach by aligning themes that corresponded with the research 

questions of this study. 

3. Results and Discussion 

In the following section, the findings regarding the role of technology in educational assessment 

practices are described and discussed according to the research questions. By examining 169 journal 

articles reporting empirical studies, we first describe how technology has been used to support 

educational assessment practices. Afterwards, we report how the level of education, the three domains 

of learning, and the regions where the previous studies were conducted relate to the use of technology 

in educational assessment practices. Fig. 2 presents the identified roles of technology in educational 

assessment, which are test administration, giving feedback, test reporting and interpretation, response 

time recording, test item generation, test scoring, and psychometric evaluation. There is information 

about the frequency of each role of technology used in empirical studies. Upon further identification, 
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several evaluations of psychometric properties of measurement instrument activities appear more than 

once, which depicted in Fig. 2. 

Table 3 presents the technologies that previous studies have used to perform specific roles in 

educational assessment practices. The technologies listed include computer-based applications, 

online-based applications, computer software, and physical tools. References are included in the listed 

technology to facilitate easier access for researchers and readers who seek a more comprehensive 

understanding of the findings of the present study. 

3.1. The Roles of Technology in Educational Assessment Practices 

There have been extensive studies exploring the use of technology in the learning process, where 

technology is not merely used to support learning activities in the classroom to achieve effective 

learning, but also used in assessment. The findings of our study demonstrate that the existence of 

technology with all the features it offers has made it possible to conduct quality assessments and 

perform specific roles in supporting educational assessment practices as Fig. 2 has shown. Quality 

assessment here relates to the use of measurement instruments in assessments that are valid, reliable, 

and satisfy certain psychometric properties and assessments that are useful to improve the quality of 

learning. Our study has indicated that technology in educational assessment is not necessarily about 

changing the way a test or non-test measurement instrument is administered to students from paper-

and-pencil mode to computerized administration mode. While it is undeniable that most of the studies 

we reviewed focused on the role of technology to administer tests [56]-[69], we also found a large 

proportion on the role of technology to provide feedback to students [70]-[84], perform test scoring 

[57], [85]-[98], and to evaluate the psychometric properties of a measurement instrument [99]-[115]. 

 

Fig. 2. The identified roles of technology in educational assessment 

Besides, it has also been identified that the existence of technology can provide conveniences in 

automatically generating test items [183], [206], recording the time that students take to respond to 

each test item [86], [98], and even in reporting test results and their interpretation [123], [127], [134], 

[138], [156], [159], [170]-[172]. Given that technology contributes to providing quality assurance for 

measurement instruments through investigating psychometric properties, we also further explored the 

psychometric properties that previous studies investigated using specific technologies. Psychometric 

properties identified include reliability estimates, analysis the characteristics (statistics or parameters) 
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of items, differential item functioning (DIF) which indicates measurement bias in test items, and 

construct validity. The use of technology to explore psychometric properties in the form of providing 

construct validity evidence in previous studies was performed through exploratory factor analysis 

(EFA) and confirmatory factor analysis (CFA).  

Table 3.  Technologies used to support educational assessment practices 

Role of technology Technology Used in Educational Assessment Practices for Corresponding Role 

Test administration 

QuizOne [116], CleverTesting [117], State of Texas Assessment of Academic Readiness (STAAR) 

[89], TestVision [118], Wondershare-Supreritem [119], Wix.com [59], Articulate Rise 360 [120], 

Online test developed by Yureka Education Center (YEC) [66], Sero! [120], online formative 

assessment tool (OFAT) [63], Programa en Li ́ nea de Apoyo a las Tareas Academicas (PLATA) 

[121], ILIAS software [122], Mini-CEX WebApp [123], JACK (e-assessment system) [124], OLM-

SRL [125], MOCCA-College [126], XUEYIKU (mobile application) [127], Zoombinis [128], 

computer-delivered ELA [129], simulated-based task [57], Miro [120], Microsoft Visio [130], 

GraLeV [131], e-Mat testing [60], COPTEFL [132], computer-based assessment (CBA) tool [86], 

CAFF [133], Socrative [83], [85], [134], Moodle [72], [78], [130], [135], [136]-[138], Mobius 

Assessment or STACK [87], [139], Microsoft Teams [65], [140], [141], Kahoot! [79], [84], [142], 

Blackboard [93], [140], [141], [143], [144], WRITER [145], Mulberry [146], android-based 

gamification app [147], CEREC software [148], computer-based simulation [57], Concerto [149], 

CrossQuestion game [61], Dewis [80], e-assessment system (EAS) [150], e-exam platform [151], 

e-portfolio [59], Edmodo [152], ELLA-Math CBA system [153], IHMC CMap tool [58], Inspera 

[154], Lectora online [144], MCAT [97], Monster P.I. [155], OpenCT [98], PhysTHOTS-CAT 

[156], Pocket Money [157], Q-Global [158], SEAKMAP [159], SelfAssess-plugin for Moodle 

[160], SELweb’s ER assessment [100], smartphone app [64], technology-based assessment [161], 

Tryout application [74], and web-based dynamic assessment [68]. 

Giving feedback 

CleverTesting [117], Pigaiwang [82], OJ system [162], PLATA [121], CPR Tutor [163], OLM-SRL 

[125], XUEYIKU (mobile application) [127], Automated Writing Evaluation [75], Zoombinis 

[128], Microsoft Word [73], Panopto [70], CAFF [133], CoFee [164], AI [149], [165]-[167], eDia 

[77], [168]-[170], Socrative [83], [85], [134], Mobius Assessment or STACK [87], [139], Machine 

Learning [57], [58], [76], [96], [162], [171], Kahoot! [79], [84], [142], WRITER Tool [145], 

Mulberry [146], Automarker [172], CEREC software [148], Computer-assisted knowledge graph 

analysis [173], Dewis [80], E-assessment system [150], Game-based assessment [174]-[176], 

Grammarly [82], Lectora online [144], Neural network [177], NLP tools [177], Pe(er)fectly Skilled 

[178], SelfAssess-plugin for Moodle [160], Tryout Application [74], Viewbrics [179], Virtual 

reality [180], Wikipedia corpus [171], and Zoom chat application [181]. 

Test scoring 

QuizCbot (conversational chatbot) [92], STAAR online platform [89], speech assessment for 

Moodle (SAM) [88], TestVision [118], Python [182], [183], OJ system [162], CPR Tutor [163], 

CBA Tool [86], CoFee [164], BLSTM [184], EvoGrader [185], artificial intelligence (AI) [165]-

[167], [186], EnglishCentral [88], eDia [77], [168]-[170], Socrative [83], [85], [134], Moodle [72], 

[78], [130], [135]-[138], Kahoot! [79], [84], [142], GAMET [96], [187], Blackboard: LMS [93], 

[140], [141], [143], [144], R program [91], [94], [95], [110], [114], [188]-[192], Android-based 

gamification [147], ANNOTA platform [193], ARTE [96], Automarker [172], BILOG-MG [62], 

[66], [67], Computer-assisted knowledge graph analysis [173], Custom GPT (GPT-4) [165], Dewis 

[80], E-assessment system [150], ELLA-Math CBA system [153], GPT-3 [186], Lectora online 

[144], MCAT [97], OpenCT [98], Optical identify (OID) [175], Quest [91], [104], TAACO [96], 

video-based communication assessment (VCA) [90], and writeAlizer [187]. 

Psychometric 

evaluation 

SmartPLS [64], Mplus [188], Winsteps [100], [194]-[197], SPSS [101]-[103], [105], [106], [111], 

[168], [188], [197]-[202], LISREL [99], [105], [108], [109], [111]-[113], [198], AMOS [107], 

[194], [199], [202], R program [91], [94], [95], [110], [114], [188]-[191], [192], Anates [28], 

BILOG-MG [62], [66], [67], Conquest [60], [101], [203], IRTPRO [204], Jamovi [168], 

PARSCALE [205], Quest [91], [104], Stata [203], and XCalibre program [184]. 

Test reporting and 

interpretation 

QuizCbot (conversational chatbot) [92], Mini-CEX WebApp [123], CBA tool [86], eDia [77], 

[168]-[170], Blackboard: LMS [93], [140], [141], [143], [144], Dewis [80], PhysTHOTS-CAT 

[156], SEAKMAP [159], Tryout application [74], and video-based communication assessment 

(VCA) [90]. 

Response time 

recording 
CBA tool [86] 

Test item generation 
Python [183] and MATrix LABoratory (MATLAB) with the Symbolic Math Toolbox extension 

[206] 

3.1.1. Technology in Educational Assessment Practices for Test Administration 

Various technologies with certain features have made it easier to administer tests to students. 

Administering tests using technology includes activities to register or generate items, create item 

banks and databases, select items from available item banks, import or export items, and manage test 

design on the technology used [117], [207]. The technology used can be classified into several types 
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according to the purpose of measurement, the characteristics of the measurement instrument used, and 

the measurement target. These types of technologies include learning management systems (LMS), 

computer-based testing software, online survey platforms, game-based assessments, and mobile 

applications. The review also found some specialized testing platforms explicitly developed for 

administering tests. In addition to organizing the learning process, learning management systems 

(LMS) offer features for organizing assessments throughout and at the end of learning. A study by 

Köroglu [152] demonstrated the use of Edmodo, one of the LMS platforms, to support a digital 

formative assessment. Similarly, Dlab et al. [130] utilized Moodle LMS to conduct online tests 

through self-assessment and theory exams. The majority of tests organized through the LMS are held 

online, such as writing tests using Blackboard [143], completing case reports from clinical cases on 

Blackboard collaborate [140], and administering questions online [138]. Apart from the LMS, there 

is a distinct website for administering tests, namely Q-Global. One study used the website to 

administer a test to measure students’ English and vocabulary skills [158]. 

The review found that computer-based test (CBT) development is adapted into several types and 

uses various terms. Studies conducted by Suhardi [67], Sahin and Gelbal [97], and Goodwin et al. 

[155] used the term computerized adaptive testing (CAT) to administer the examination. In addition 

to CAT, studies by Yao [69], Nagy and Korom [168], Renes et al. [118] administered computer-based 

assessments. The assessment content presented varies, ranging from English language skills to reading 

comprehension. Tests or tasks within computer-based assessments contain more than just textual 

content; they may also incorporate visual elements such as images or videos [154]. Notably, computer-

based assessment offers a unique experience for students by equipping various question types 

presented. For example, study by Pásztor et al. [77] developed an online figurative test through the 

eDia system where students had to work on tasks related to generalization, discrimination, cross 

classification, recognizing relationships, differentiating relationships, and system construction. 

Another study by Simon et al. [169] used eDia interactive diagnostic testing environment to administer 

a test that aims to measure the visual literacy framework of fourth grade students. Some examples of 

test types are completing maps with available symbols, image-assembly tasks for rearrangement of 

several puzzle pieces into meaningful shapes (outline/silhouette), creating two-dimensional spatial 

representations from available images, recognition and differentiation tasks, visual interpretation and 

recognition of connections (attaching meaning to abstract images), and modality change. 

The utilization of online survey platforms for test implementation is considered more practical 

due to its presentation in the form of a quiz. Some examples of quiz-type tests are reported by studies 

from Alharbi and Meccawy [85], Guzman-Orth et al. [129], and Phoophuangpairoj and Pipattarasakul 

[96]. The quiz-type test uses multiple-choice questions. Quizzes offer the advantage of being a time-

efficient assessment tool while also effectively measuring students’ pre-existing knowledge before the 

learning process begins. Technology offers a game-based assessment, which enhances the 

engagement and excitement of the test experience. One application or website that can be discovered 

in this review is Kahoot!. Tests through Kahoot! can be done by students on their cellphones/tablets 

[84] or collaboratively [176]. Kahoot! can be used as a summative assessment in online learning [79] 

or a formative assessment tool [142], [176]. Numerous studies have innovatively designed their testing 

platforms to cater to specific testing requirements. For instance, Marlianawati et al. [64] and Kusairi 

[74] have developed smartphone-accessible test applications. Furthermore, various e-assessment 

systems have been developed to evaluate students’ competencies in mathematics [60], assess music 

theory mastery [151], and assess students’ proficiency in medical skills [150]. 

3.1.2. Technology in Educational Assessment Practices for Providing Feedback 

One of the main advantages of using technology in assessment is its ability to provide real-time 

and effective feedback. Feedback comes in various forms, such as comments and scores [164], 

automated messages that match students’ answers [208], interactive dialogue between lecturers and 

students through apps [135], and direct messages that provide verbal instructions and explanations 

[161]. In addition, technology also enables consistent and objective feedback through typographic 

evaluation [165] and instant feedback with color coding for correct or incorrect answers [80]. Other 
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forms of feedback include the use of emoticons to add visual elements [179], explainer videos to 

clarify material [70], [174], and audio feedback to correct critical errors [163]. The combination of 

these different forms of feedback allows for a more comprehensive assessment and supports a more 

effective learning process. 

Based on the implementation technique, feedback was provided through several different 

techniques to ensure maximum effectiveness and engagement. Firstly, feedback is delivered directly 

after each question, allowing participants to receive a response immediately after answering. This 

technique provides an opportunity to correct or deepen their understanding immediately [74], [77], 

[80], [129], [137], [161]. Second, feedback is also delivered at the end of the answer [70], [72], [133], 

[144], [170]. Providing feedback at the end of an answer can provide an overall picture of participants’ 

performance after completing a set of questions, helping them evaluate their overall results and 

identify areas for improvement. Third, feedback is provided in a real-time or synchronous format, 

enabling direct interaction between the participant and the feedback giver [72], [87], [139], [172], 

[181]. This technique facilitates direct dialogue, allowing participants to ask questions and get instant 

clarification regarding the feedback provided. With the combination of these feedback techniques, it 

is expected that participants can obtain more comprehensive and useful information for their learning. 

Some interesting aspects of innovative and effective feedback include the use of color coding to mark 

correct or incorrect answers [80], providing feedback immediately after the student answers, and 

providing instructional assistance in the form of guiding questions if answers are incorrect [77]. In 

addition, there are feedback dialogue features between lecturers and students, and the use of virtual 

characters that can read out instructions and model tasks [135], [161]. Systems such as prepCheck and 

typography evaluator provide consistent, objective, specific and accurate feedback, often based on 

pre-defined criteria [148], [165]. 

Technologies used in education often involve different types of feedback to improve student 

learning outcomes. For example, machine learning is used to help evaluate concept maps [58], while 

automated writing evaluation and criterion automated corrective feedback provide formative 

assessment feedback to improve students’ writing performance by dividing feedback into categories 

such as grammatical errors, word usage errors, and errors in writing mechanics [71], [75]. Formative 

video feedback offers video feedback after students complete the online course [70]. OFAT and 

Socrative quiz provide various feedback options, including instant feedback, picture clues, and 

explanation [63], [85]. Computerized formative assessment and multimedia feedback systems provide 

automated scoring, feedback for writing scientific arguments, and feedback that depends on students’ 

cognitive resources [76], [133]. Feedback can also be provided instantly through feedback windows 

or through e-assessment systems with dynamic color-coded feedback that distinguishes correct and 

incorrect answers [74], [80]. Interactive feedback provides step-by-step guidance to solve problems 

or tasks, while more in-depth feedback such as personalized feedback and targeted content-based 

feedback helps students improve performance and knowledge elaboration [87], [173]. Kahoot! 

interactive exercise feedback assessment and feedback with emoticons and text are some examples of 

methods used to provide feedback in various formats [79], [179]. 

Some technologies such as feedback boards, immediate feedback, and feedback with constructive 

support provide feedback as soon as the student completes the task and help the student understand 

the mistakes and improvements needed [77], [84]. Feedback through video explanation is also used 

for categories of material that students have not understood [74]. Technologies such as PLATA and 

typography evaluator provide specific feedback as well as additional content for course reviews, with 

a focus on consistency and objectivity [121], [165]. On the other hand, technologies such as Mulberry 

provide feedback when students make coding errors, while examiner feedback offers in-depth 

explanations of errors and improvements [146], [150]. Feedback from external sources after 

presentations and interactive concept mapping tools also provide judgements that match the aspects 

listed in the computer system [180], [209]. Finally, software such as CPR Tutor and online quiz 

feedback provide audio and automated feedback to improve student performance in various contexts 

[136], [163]. Kusairi et al. [174], Barana et al. [87], and Barana and Conte [139] also emphasize the 
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importance of interactive feedback that helps students understand problem-solving strategies by 

providing step-by-step solution and immediate feedback after each step or task. 

3.1.3. Technology in Education Assessment Practices for Test Scoring 

As identified through this literature review, one of the key roles of technology in assessments is 

test scoring. Technology enables teachers to automatically and rapidly grade students’ work, saving 

time, and facilitating the scoring process. Teachers can input scoring rubrics [78], [81], [185], or 

establish scoring criteria for each test [163], [186], [209]. Teachers can assign scores to individual 

questions or tasks for quiz-based tests and interactive tasks [98], [147]. This feature can increase 

flexibility in scoring for objective and subjective tests. Additionally, automated scoring with 

technology helps maintain consistency and objectivity in grading. In addition to the scoring process, 

technology provides test results to educators and students directly. Some of these technological tools 

are include Socrative [83], [85], [170], eDia system [170], Moodle LMS [130], CALT [207], and 

STAAR [89]. Test results may be presented as a total score, as well as individual scores for each test 

item, question, or task. In more detail, technology in the scoring process is capable of providing 

information about correct and incorrect answers [80], [96], [144]. Moreover, the use of GAMET in 

the scoring process ensures the identification of any errors made by students, such as grammatical, 

misspelling, and typographical errors [96]. A study by Lee et al. [159] used a deep learning model 

(artificial intelligence/AI) to transform data into a final score, which was then disseminated to students 

to monitor their learning progress. The previously mentioned features benefit educators and learners 

as a formative assessment process, where test results can be used as a quick and continuous 

improvement. 

Upon further examination, the scoring process using technology is often integrated with 

providing feedback. For example, a study by Mizumoto and Eguchi [186] demonstrates that automated 

essay scoring with GPT can provide automated scoring and feedback on student writing quality 

results. Technological tools such as machine learning [167] and Athena [164] can also provide scores 

and feedback. Furthermore, another study by Qian and Lehman [146] utilized Mulberry to assess 

students based on predetermined expected outcomes. If the students’ answer aligns with the output, 

then the answer is considered correct. Conversely, Mulberry can promptly offer feedback if the answer 

is incorrect, allowing students to continue attempting until the correct answer is achieved. 

3.1.4. Technology in Education Assessment Practices for Evaluating Psychometric Properties 

of Measurement Instruments 

Technology plays an important role in evaluating the psychometric properties of measurement 

instruments in educational assessment. In general, the evaluation of psychometric properties of 

measurement instruments includes providing evidence of validity, estimating reliability, analyzing 

items, and detecting item bias. Exploratory factor analysis (EFA) and confirmatory factor analysis 

(CFA) have become two widely used approaches to provide evidence of the validity of measurement 

instruments. Our present study reports on the large number of studies that employed SPSS to perform 

the EFA procedure, some of which are Berlian et al. [102], Daryono et al. [103], and Ergül and Tasar 

[198]. Meanwhile, some studies have used LISREL [99], [105], [111] and SmartPLS [64], [115], [210] 

to perform the CFA procedure to provide validity evidence of measurement instruments. Moreover, 

other applications such as AMOS also seem to be the preferred choice for researchers to conduct CFA 

procedure [194], [199], [202]. It has also been identified that MPlus can be used as an alternative to 

perform the CFA procedure [188]. Although SPSS is likely to be most commonly used for EFA, it is 

also used by some researchers to estimate the reliability of measurement instruments [102], [105]. 

Besides SPPS, Stata is also an option for other studies [203] to estimate the reliability of measurement 

instruments. 

For the purpose of analyzing the item characteristics of measurement instruments, previous 

studies generally used the classical test theory and modern test theory approaches. Previous studies 

analyzing item characteristics under the classical test theory approach used technologies such as 

Anates [28] and R program [190]. However, this study reveals that the use of technology is necessary 

when researchers choose a modern test theory approach to analyze item quality. Some studies 
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preferred the Rasch model for the purpose by utilizing technological software such as Quest [91], 

[104], Winsteps [195]-[197], Conquest [60], [101], and Jamovi [207]. Other studies conducted item 

analysis based on item response theory by utilizing software such as the R program [95], [110], [191], 

BILOG-MG [62], [66], [67], IRTPRO [204], PARSCALE [205], and XCalibre [184]. Some 

previously mentioned studies used different packages from the R program, such as ‘psych’, ‘G-

DINA’, and ‘mirt’. The ‘mirt’ package also enables users to conduct multidimensional IRT parameter 

estimation using maximum-likelihood methods, supporting both exploratory and confirmatory models 

[211].  

A quality measurement instrument should also be unbiased and not show preference towards any 

particular gender, race, ethnicity, or culture. This principle underlies the basis for the development of 

item bias detection methods in educational assessment. Some studies have employed item bias 

detection by applying the differential item function (DIF) method using Winstep [100], [197]. The 

DIF analysis with the aid of certain technologies allows it to be extended to the analysis of bias at the 

test level in the form of test differential functioning (DTF) across various aspects, such as gender and 

ethnicity [100]. Recent studies have also demonstrated that other researchers utilize open-source 

software like R program to analyze DIF in measurement instruments, as demonstrated by Sumin et al. 

[114]. They were using regression logistics technique to detect DIF by the gender, to be specific. 

3.1.5. Technology in Education Assessment Practices for Test Reporting and Interpretation 

Technology’s role in assessment extends beyond scoring, which is used for test reporting and 

interpretation. This role encompasses two activities: reporting and interpreting test results. Previous 

studies have identified variations in the information provided in test result reports. The information 

delivered on the test result report depends on the test makers’ needs and the variables being measured. 

A study by Auphan et al. [86] presents a report on student reading performance that includes accuracy 

(weighted scores) and speed (response times). Accuracy refers to the score of students answering 

correctly, while speed indicates the time taken to complete the test. Li et al. [171] also explained that 

the test result contains details of scores, time taken, and the number of completed tasks, which helps 

teachers identify areas where students may be struggling. Furthermore, Lubrick and Wellington [93] 

highlighted that technology can quickly provide test result reports in raw scores to students. In addition 

to individual reports, the overall results can also be presented, as demonstrated by Barczak et al. [172] 

and Kusairi [74]. These studies emphasized the importance of including overall student scores and the 

time taken on the report. Reporting time taken by students aligns with the other role of technology in 

assessments, which is response time recording. 

In addition to the information mentioned earlier, some previous studies have included test result 

reports along with feedback for each test item or question. This kind of format is typically designed 

for students as test takers. It provides individual feedback on each question and information on both 

correct and incorrect answers [134]. Students given information about the correction feedback can 

identify concepts they have not mastered properly and make mistakes in them. Similarly, Kaiss et al. 

[92] conducted a study that included a PDF format report containing answers to quiz questions and 

explanations, allowing students to evaluate their work after taking the test. As for the assessor, such 

as a teacher, the system can provide an assessment report detailing feedback related to six different 

inductive processes, which can be downloaded by the teacher [77]. Along with the comprehensive test 

result report, the technology also streamlines the process for teachers to handle raw score data, which 

can be separately communicated to students [93]. 

Not all technology tools provide both roles (reporting and interpreting) simultaneously. While 

most studies focus on the reporting aspect, several explore using technology to interpret test results in 

assessment. A study by Varga et al. [170] utilized the eDia system that provides detailed results about 

each student’s score, a spider web diagram presenting a students’ performance alongside the class 

average, while also offering personalized feedback. Additionally, the eDia system also provides 

supplementary documents that help interpret the results. These supporting documents can assist 

teachers in explaining student performance through test results. Another study by Yuan et al. [127] 
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used application-based assessment to generate statistical grades and reports for resident students, 

helping doctors avoid potential errors while saving time. 

3.1.6. Technology in Education Assessment Practices for Response Time Recording 

Previous studies have shown that assessments can be administered to students using technology, 

such as a computer, where this practice has come to be known as computer-based assessment. The use 

of computers that have a number of features and facilities and other technologies that can be integrated 

with computers for test administration allows teachers to record the time it takes students to respond 

to test items and complete the test. We have found two studies, namely [86] and [98], that utilize 

technology for this role. Both studies were conducted under a computer-based assessment 

environment with different measurement focuses, in which one focusing on the reading skills of 

elementary and junior high school students [86] and the other on the scientific problem solving skills 

of senior high school students [98]. 

Under the computer-based assessment environment that aimed to investigate reading ability 

(word reading and reading comprehension) of elementary and junior high school students through 

three-option forced-choice questions, the study [86] utilized technology to automatically record the 

time it took students to respond to the questions immediately after the all response options appeared. 

The utilization of technology in this case makes it possible to assess students’ reading ability further 

based on the behavior demonstrated by the student as indicated by the relationship between the 

accuracy of the responses provided and the speed in responding to a question. Based on the 

relationship between these two aspects, there are four possible pieces of information that can be 

obtained about guessing behavior in providing a response to a question and the efficiency of cognitive 

processes or ways of reading that can affect students’ reading ability. While utilizing technology to 

record response times provides more in-depth information about students’ reading ability, using 

technology for this role raises an issue. The issue relates to the fact that the response time data obtained 

not only shows the time it takes students to comprehend the reading but also something else that is 

not the main target, namely the time students spend reading all the options. In light of the results 

obtained regarding the use of technology to automatically record response times, Auphan and 

colleagues [86] suggested displaying optimal response times to students to prevent students from 

responding quickly by guessing. 

Under a computer-based assessment environment, Zhao et al. [98] have utilized technology to 

record the time it took students to solve complex scientific problems through experiments that required 

them to demonstrate competence in scientific inquiry, scientific reasoning, and scientific explanation. 

The use of response time recording in assessment practices involving scientific scenario-based tasks 

allows for information to be obtained about where students struggle more in using certain strategies 

to control variables and design experiments that lead them to success in solving scientific problems. 

3.1.7. Technology in Education Assessment Practices for Generating Test Items 

The learning process carried out in a distance mode, as what has happened during the COVID-

19 pandemic era, has raised various challenges, including in terms of conducting assessments, both 

for formative and summative purposes. One of these challenges concerns the great potential for 

students to cheat on other students’ work given that the tests and test items administered to students 

are the same. A number of possible actions can be undertaken by teachers to overcome this challenge, 

such as making tests more personalized or individualized and varying test items and distractor 

positioning when multiple-choice test items are employed. Given the knowledge, competencies, and 

skills that teachers have, this way could also be a challenge for teachers. Beyond the challenges in 

educational assessment practice that occurred during the COVID-19 pandemic, assessment practice 

can also be challenged when it is implemented on a wide scale or in an adaptive testing environment 

that requires a large number of test items and multiple test forms such that the test forms should be 

equivalent in terms of the characteristics of the items composing the test form. The presence of 

technology with its advanced features allows these challenges to be addressed, that is through the 

utilization of automatic item generation (AIG). 
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Of the 169 empirical studies we included in this review, we identified two, namely [183] and 

[206], focusing on the role of technology to automatically generate test items that allows for large-

scale assessment while ensuring test security. The idea of maximizing the potential of technology to 

perform this role is based on the need to involve a large number of test items in assessments with a 

large number of test takers, while the time, cost, and effort to meet this need are limited. Technology 

that enables this role has been used for assessment purposes through computer-based assessment at 

the senior high school level with the focus lies on Turkish literature [183] and at the higher education 

level with the focus lies on undergraduate mathematics (i.e., linear algebra, differential calculus, and 

integral calculus) [206]. The former uses scripts written in the Python programming language to 

generate test items, while the latter uses the computational system MATrix LABoratory (MATLAB) 

with the Symbolic Math Toolbox extension. Furthermore, it is also worth reporting that the type of 

test items generated through such technology is five-option multiple choice. 

The working procedures used under both technologies to automatically generate test items are 

basically similar, i.e., starting with determining the key characteristics, content, and elements of the 

test items to be generated based on the desired specifications or based on the parent item. In addition, 

it is also worth determining the specifications of the items to be generated by considering the 

knowledge, competencies, or skills that students are expected to demonstrate in solving the test items. 

Although the use of technology to automatically generate test items has been shown to offer a number 

of advantages such as saving the time teachers need to construct a large number of test items with 

diverse characteristics [206] and allowing for the generation of equivalent test items [183], 

maximizing the use of technology to generate test items also comes with its own challenges that need 

to be minimized or overcome. These challenges are mainly related to the need to ensure that the test 

items generated are appropriate to the level of thinking required by the students to solve the test items 

and the need for adequate skills in developing algorithms and a good command of certain 

programming languages and techniques [206]. Above all, the existence of technology that allows 

assessment practices to be carried out at a more advanced level such as generating test items 

automatically is expected to assist teachers in administering varied test items to each student through 

item pools that can be developed further [183]. In addition, it is also hoped that the potential of the 

technology for test item generation can be adapted and extended to the generating of complementary 

components of a test item, such as the graph of a function, as suggested by Viskotová and Hampel 

[206]. 

3.2. The Role of Technology in Educational Assessment Practices and How it Relates to the 

Education Levels 

Besides reporting on the roles of technology in educational assessment practices, it is also worth 

investigating how these roles relate to levels of education. Investigating these relations is interesting 

as it allows us to look deeper into the trends of the roles of technology in educational assessment 

practices at every level of education from kindergarten to higher education. Fig. 3 describes the roles 

of technology in educational assessment practices at the levels of kindergarten, elementary school, 

junior high school, senior high school, and higher education (i.e., university, institute, or college). It 

has been demonstrated that at the kindergarten level, technology contributes a very limited proportion 

to educational assessment practices, where it was used only for administering tests [100] and 

evaluating the psychometric properties of measurement instruments [100], [108].  

At the elementary school level, the development of technology, which offers a wide range of 

features, has the advantage of being used in a wide range of educational assessment practices. Of the 

seven types of technology roles in educational assessment practices, six can be found at the elementary 

school level, albeit in small numbers. It has been revealed that at the elementary school level, 

technologies with their features have been used by previous studies to report test results and their 

interpretation [77], [84], [86], [170], record response time [86], provide feedback [77], [84], [128], 

[170], perform test scoring [77], [86], [89], [94], [170], investigate the psychometric properties of a 

measurement instrument [112], [168], [194], and administer tests to students [68], [77], [84], [86], 

[89], [128], [131], [155], [168]-[170]. Among the six types of technology roles utilized in educational 
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assessment practices at the elementary school level, the results of our review have placed test 

administration as the most widely used role by previous studies. 

 

Fig. 3. The role of technology in educational assessment practices and how it relates to the levels of 

education 

At the junior high school level, technology has provided various features that allow teachers or 

practitioners and researchers in the field of educational measurement and assessment to provide 

feedback to students [76], [79], [87], [128], [139], [179], [209], conduct test scoring [60], [79], [87], 

[89], [94], [153], [209], evaluate the psychometric properties of an instrument [60], [101], [107], 

[196], [203], and administer tests [60], [79], [87], [89], [128], [139], [155], [157]. The four roles share 

almost equal proportions, where the role of technology to administer tests still being the dominant 

one. At the senior high school level, although the quantity of studies that utilize technology for specific 

assessment practices is less than at the elementary school and junior high school levels, technology at 

this level has been used to the greatest extent given its potential. This is demonstrated by the presence 

of technology being used for all possible roles in educational assessment practices. In addition, while 

previous studies focusing on elementary school and junior high schools positioned technology mostly 

for administering tests, studies focusing on the senior high school level were more likely to focus more 

on the role of technology to evaluate psychometric properties of measurement instruments for specific 

constructs [62], [99], [103], [105], [106], [109], [110], [111], [192], [197].  

Among the five levels of education that the present study focused on, we found that previous 

studies have used technology to support educational assessment practices more in higher education 

than in the other four levels of education. Technology at this level is also used to its fullest extent to 

support educational assessment practices in almost all identified roles. Similar to what we found at 

the elementary and junior high school levels regarding the dominant role of technology, the dominant 

role of technology for administering tests was again identified at the higher education level [56], [57], 

[59], [65], [69], [78], [80], [85], [88], [93], [96], [97], [121], [125], [142], [143], [149], [152], [159], 

[193] although the dominance was less pronounced than for providing feedback [63], [70]-[73], [78], 

[80]-[83], [85], [93], [121], [150], [160], [166], [180]. Furthermore, of the six roles that technology 
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takes in supporting assessment practices in higher education, we have learned that it is mostly used 

for administering tests, providing feedback, and scoring student work on a test [57], [78], [80], [81], 

[83], [85], [88], [90], [92], [93], [96], [97], [130], [150], [162], [166], [193], [207]. In general, the 

results of our investigation placed the role of technology for test administration, providing feedback, 

and test scoring as the three most frequently found in previous studies by education level, respectively. 

By education level, the findings of our study indicate that empirical studies focused on the use of 

technology for test item generation and response time recording are very scarce across all education 

levels. We unfortunately found no studies at the higher education level that focused on the role of 

technology to record response time. 

3.3. The Role of Technology in Educational Assessment Practices and How it Relates to the 

Three Domains in Bloom’s Taxonomy of Learning (i.e., Cognitive, Psychomotor, and 

Affective) that Become the Focus of Assessment 

Within the cognitive domain, a majority of studies have used technology for test administration 

(55 of 148) [58]-[63], [65], [66], [72], [74], [77], [80], [83], [86], [97], [119], [157], [168] and giving 

feedback (34 of 148) [58], [63], [70], [72], [74], [76], [77], [80], [83], [87], [93], [121], [128], [129], 

[133], [137], [139], [167]. However, there is still limited study that focuses on the use of technology 

for test item generation and response time recording. In contrast to the cognitive domain, technology 

has primarily been utilized to deliver feedback in the psychomotor domain [71], [73], [75], [81], [82], 

[150], [163], [171], [173], [176], [180], followed by test administrations [57], [64], [125], [132], [143], 

[152], [158], [169], [176]. In the psychomotor domain, no study was found that used technology for 

response time recording and test item generation. For the affective domain, we find that most previous 

studies for psychometric evaluation [99]-[102], [107], [111]-[115], [188], [194], [195], [200], [210] 

and test administration [63], [68], [72], [85], [89], [100], [135], [155] use technology in educational 

assessment practices. Notably, technology has not been employed for response time recording, test 

item generation, test reporting, and interpretation in assessments targeting the affective domain. 

A total of 218 assessment activities utilizing technology were identified, with test administration 

emerging as the predominant technology-enhanced role employed for measuring the cognitive domain 

(73 out of 218) [79], [118], [120], [122], [124], [126], [131], [134], [136], [147], [153], [156], [161], 

as opposed to the psychomotor [143], [150], [152], [158], [169], [176] and affective [63], [68], [72], 

[85], [89], [100], [135], [155] domains. The next most common technology role is giving feedback. 

This role is most often used for the assessment in the cognitive domain. The role of technology for 

psychometric evaluation is almost equally used for the affective and cognitive domains. Educational 

assessment practices such as reporting and interpreting test results using technology have been used 

in the cognitive [74], [77], [80], [86], [93], [134], [138], [156], [159], [171] and psychomotor [81], 

[171] domains but have not been used in the affective domain. The role of assessment as response 

time recording and test item generation has not been used in the affective and psychomotor domains, 

but rather has been used in cognitive domain [86], [98], [183], [206]. The role of technology in 

educational assessment practices and how it relates to the three domains of learning shown in Fig. 4. 

3.4. The Role of Technology in Educational Assessment Practices and How it Relates to the 

Region by Continent in Which the Assessment Took Place 

In addition to investigating the roles of technology in educational assessment practices with 

respect to the level of education and the domain on which measurement is focused, it is also worth 

exploring the connections between the roles of technology and where assessment takes place. The 

places where the assessments are conducted are initially identified by country. However, given that 

our investigation has identified many countries where assessments are conducted with technological 

support, for the purposes of this study, we categorized the countries into continents covering the 

corresponding countries. Our findings regarding the relationship between the roles of technology in 

assessment practices and where assessments are conducted by continent are presented in Fig. 5. Of 

the 169 empirical studies we reviewed, Fig. 5 indicates that educational assessment practices using 

technology are mostly conducted in Asia, followed by Europe, the Americas, Australia and lastly 

Africa. Meanwhile, when these technology roles were based on the continent where the assessment 
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took place, we identified the three most used technology roles to be test administration, providing 

feedback, and test scoring, respectively. By continent, existing studies suggest support for the heavy 

dominance of the use of technology to administer tests, and at the same time demonstrate that the use 

of technology for test reporting and interpretation, generating test items, and recording response time 

has been understudied. 

 

Fig. 4. The role of technology in educational assessment practices and how it relates to the three domains of 

learning 

In Asia and Europe, the existence of technology with its various features is utilized to do seven 

things related to educational assessment practices, namely to administer tests, provide feedback to 

students or improve learning, test scoring, investigate the psychometric properties of measurement 

instruments, report test results and their interpretation, record the time it takes students to respond to 

test items, and generate test items. The role of technology to administer tests remains the dominant 

one used by empirical studies conducted in Asia [56], [59], [61], [65]-[69], [98], [119], [125], [132], 

[145], [149], [152], [175] and Europe [58], [63], [77], [79], [80], [86], [87], [116], [130], [139], [154], 

[160], [169], [193], [207]. The dominance of the role of technology for test administration in Asia that 

is so obvious compared to other roles of technology is not found in Europe. Although it remains the 

role that has received the most attention by studies conducted in Europe, the difference between the 

number of studies focusing on the use of technology for test administration and those for feedback 

provision is only one. This indicates that European studies place technology for both roles almost 

proportionally. While there have been studies in Asia and Europe that have paid attention to the use 

of technologies for test item generation and response time recording  [86], [183], [206], both roles 

offered by the technology remain understudied. 

Studies focusing on assessment practices conducted in the Americas utilized technology for five 

purposes in order of frequency: test administration [57], [93], [120], [121], [123], [126], [128], [129], 

[153], [155], [158], [161], [176], test scoring [57], [81], [89], [90], [93], [94], [153], [167], [177], 

[185], feedback provision [73], [76], [81], [93], [121], [128], [129], [161], [167], [176], test reporting 

and interpretation [81], [90], [93], [123], and psychometric evaluation [203]. It turns out that studies 

in the Americas are still paying more attention to the potential provided by technology for 

administering tests and very few studies have focused on evaluating the psychometric properties of 

measurement instruments using technology. In addition, we found no studies in the Americas devoted 
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to exploring technologies for response time recording and test item generation. Similarly, studies in 

Africa focused more on using technology to administer tests [117], [142], conduct test scoring [92], 

provide feedback [117], and report test results and interpretations [92]; in which the role of technology 

for test administration was found to be the most prevalent in African studies. However, none of the 

African studies included in the present study focused on the educational assessment practices of 

response time recording, test item generation, and psychometric evaluation using existing 

technologies. Furthermore, while the studies we reviewed showed a predominance of using 

technology to administer tests in Asia, Europe, the Americas, and Africa, we found that in Australia, 

studies focused more on using technology to provide feedback [70], [136], [166]. In addition, 

technology was also used for test scoring [136], [166] and test administration [136], [157], with both 

sharing the same frequency.  

 

Fig. 5. The role of technology in educational assessment practices and how it relates to with the region by 

continent where the assessment was conducted 

3.5. General Discussion: Lesson Learned from Previous Studies So Far 

Given the development of technology that supports assessment practices to a greater extent than 

simply changing the mode of test administration, we reviewed existing studies to investigate further 

the extent to which technology has been used for various purposes related to educational assessment 

practices. Motivated by the study [27] which has demonstrated a number of roles that technology 

offers in supporting assessment practices in education, we reviewed a number of empirical studies to 

further investigate the extent to which the roles of technology are utilized considering the level of 

education, the domain of focus in the assessment, and the region where the assessment takes place and 

to identify other possible roles offered by technology in educational assessment practices.  

Our study that was conducted through a systematic review approach found two other roles that 

technology provides to be utilized in educational assessment practices in addition to the roles we 

identified in [27], namely response time recording and test item generation. These two roles, however, 

still need to be explored more in future studies as out of the 169 studies we reviewed, only two studies 

each were devoted to these two roles. Meanwhile, the three roles of technology that are most widely 

used in assessment practices are test administration, feedback provision, and test scoring, respectively. 
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In addition to obtaining findings on the roles that various technologies provide in supporting 

educational assessment practices, our study has also identified the names of technologies that can be 

used to serve these roles. Through this identification, we came across a number of technology names 

that can serve more than one role, making it possible to carry out more diverse assessment practices 

with a single particular technology. Furthermore, when it comes to the question of which technologies 

should be used to ensure improvements in learning outcomes, although the focus of this study is on 

educational assessment, the answer would be the technologies listed that can serve the role of 

providing automated, interactive, or immediate feedback. By relating the role of technology in 

assessment practices to educational levels and learning domains, it was noted that previous studies 

have paid much attention to the role of technology for administering tests in higher education and for 

administering tests developed to measure student competencies in the cognitive domain. At last, 

geographically, the use of technology for test administration is prevalent in Asia, Europe, the 

Americas, and Africa, while the use of technology for providing feedback is most widespread in 

Australia.  

Technology integration in assessment for administering tests has gained popularity, as it is used 

for assessment in higher education to kindergarten. This shows the adaptability of various forms of 

technology across different subjects. The selection of the type of technology considers the test form, 

the domain being measured, and the necessary features to support the test format [27], [212]. 

Technology-assisted assessment is implemented through diverse modes, such as computer-based tests, 

game-based tests, and online-based assessments. Most technology-assisted tests assess the cognitive 

domain, followed by the psychomotor and affective domains. Cognitive domain assessments 

predominantly utilize subjective test formats such as multiple-choice questions embedded in quizzes. 

Many applications and websites offer quiz features with multiple-choice question formats. In addition, 

technology enables teachers to design examinations that assess the process rather than just the result 

of students’ responses. Employing tests as a formative assessment can provide sufficient information 

to evaluate students’ understanding throughout the learning process. Some studies employed different 

practice in formative assessment, such as self-assessment [111], [112], [193], [213] and peer-

assessment [166], [214]. Moreover, different practices in formative assessment could encourage 

students to have an active role in the learning process [215]. 

While technology has received immense attention for its role in administering tests, it has also 

received tremendous recognition for its role in providing feedback on the student's learning and the 

learning that the teacher facilitates. Several applications or websites as technological tools can 

facilitate objective and personalized feedback. Through the personalized feedback, teacher help the 

students to understand their strength and identify areas for their improvement [216], [217]. Moreover, 

technology allows teachers or administrators to provide interactive feedback to their students, enabling 

students to confirm the comments directly with the feedback that teachers or administrators have 

provided. Tests organized using technology to measure the cognitive domain require various features 

to ensure comprehensive feedback for students. For instance, students should receive information on 

correct and incorrect answers along with some corrections upon completing a test. This feature 

benefits students as they can immediately correct the mistakes that they made and prevent the 

reinforcement of incorrect knowledge. Our present study demonstrates that technology predominantly 

delivers feedback to students in higher education level, except in kindergarten. These findings suggest 

an opportunity to create assessment activities that provide feedback in kindergarten with the support 

of technology.  

While Asia, Europe, the Americas, and Africa show the dominant role of technology for test 

administration, the present review indicates that assessment practices in Australia conducted with the 

support of technology are more emphasized to support student learning through the provision of 

meaningful or constructive feedback. The emphasis on the role of certain technologies in assessment 

practices in a country could possibly be influenced by the national curriculum. For instance, it may be 

reasonable to find that Australian studies emphasize the role of technology in providing feedback as 

the Australian curriculum places more emphasis on formative assessment or assessment for learning 
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practices [218]-[220]. Generally speaking, policies in the national curriculum regarding which types 

of assessments to focus on, without neglecting other types of assessments, may influence the extent 

and manner in which technology should be used to support assessment practices.  

Similar to the role of technology in providing feedback, test scoring is used for assessment from 

junior high school to higher education levels. While technology’s role in educational assessment 

practices in kindergarten is still not that diverse, it is primarily utilized for the cognitive domain, 

reflecting the emphasis on the cognitive domain in test administration. This connection is evident in 

previous studies that have used technology for both roles simultaneously. Certain technologies offer 

comprehensive features for test administration and scoring student answers, streamlining the process 

and saving teachers and organizers time and effort by eliminating the manual correction of student 

responses. Such feature particularly beneficial for giving accurate and consistent results, crucial for 

ensuring the validity and reliability of the measurement instrument used in the assessment [221].  

The assurance of the validity and reliability of measurement instruments is made possible through 

the presence of technology that can assist in conducting psychometric evaluations. The review we 

have performed has highlighted that the existence of technology with its advancements allows 

researchers to obtain quality instruments for use in educational assessment. The advancement of 

technology in assisting researchers to find quality instruments is demonstrated by the variety of 

technologies that can be used to provide evidence of construct validity through EFA and CFA, 

eliminate test or questionnaire items that contain bias through DIF analysis, and obtain test or 

questionnaire items according to the desired characteristics through item analysis. Through the present 

review, we have also identified technologies for evaluating psychometric properties of measurement 

instruments that have their own advantages and challenges. Among a number of technologies that can 

be used in psychometric evaluations, the R program with its powerful suite of packages has become 

the technology of choice for running psychometric analyses from simple to advanced ones. Although 

R can be fully used without requiring the payment of any license fees, using R can pose a challenge 

for those who are not comfortable with their coding or programming skills or for those who are more 

comfortable with technologies that offer a user-friendly graphical user interface (GUI). The use of 

technologies such as LISREL, SEM-PLS, Winsteps, BILOG-MG, IRTPRO, SPSS, and Jamovi for 

psychometric evaluation by previous studies indicates a high tendency to use user-friendly 

technologies even though the use of these technologies, except Jamovi, requires payment of license 

fees. To this end, regardless of the technology used for psychometric evaluation, as long as 

information regarding the psychometric properties of a measurement instrument can be conveniently 

obtained, it should not be a contentious issue. 

From the review findings, some technologies are found to serve multiple roles in the assessment 

process within a study. This demonstrates that today’s technology has many advanced features that 

can be used optimally. The technology is able to accommodate roles in organizing assessments. One 

example is Kahoot! [79], [84], [142] and Socrative [83], [85], [134]. Based on the review, both 

technologies can be used for test administration, giving feedback, and test scoring simultaneously. 

Additionally, other technologies, like eDia, can also support feedback provision, test scoring, test 

reporting and interpretation [77], [168]-[170]. This allows teachers and test administrators to work 

efficiently in familiarizing themselves with the application/software to be used and utilizing the 

application to administer the assessment. 

3.5.1. Limitations and Directions for Future Studies 

Although this study has been conducted through systematic procedures, we should acknowledge 

that the present study still has limitations which shall be reported. First, the findings of this study 

should not necessarily be generalized to a greater extent, especially when the roles of technology in 

supporting educational assessment practices are associated with the country or continent in which the 

assessment practices are conducted. The first limitation is driven by the fact that the databases used to 

obtain the literature reviewed in this study were only Scopus and ERIC and the type of literature 

selected was only journal articles reporting empirical studies. Several other databases such as Web of 

Science and PsycINFO can be considered for use in searching and retrieving literature when access to 
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these databases is available and the type of literature in the form of conference proceedings papers can 

be used in addition to journal articles.  

Second, while through this study we have been able to identify the various roles of technology in 

educational assessment practices and the technologies that fulfill these roles, we have not further 

explored the challenges involved in using specific technologies to fulfill specific roles in assessment 

practices. In addition, while some types of assessment practices conducted with the support of 

technology have been reported along with their challenges, others have not. While we acknowledge 

that the challenges that technology brings to supporting assessment or that arise as a consequence of 

implementing assessment practices in specific contexts with technology are not part of the main focus 

of the current study, we believe that an exploration of them could offer more insights and benefits in 

the development of educational assessment practices. The identification of these challenges allows for 

a deeper understanding of possible strategies to overcome these challenges and maximize the potential 

that specific technologies have to play a specific role in supporting educational assessment practices 

more fully than ever before. 

In light the findings we have reported, as directions for future studies, it is important to focus on 

a deeper exploration of how technology can support educational assessment practices more 

effectively. Future studies could also include case studies of technology implementation in different 

educational institutions to provide insights into the specific challenges and advantages faced. In 

addition, a more in-depth study of the cultural, economic, and policy factors that might influence 

technology adoption in different regions would provide a more complete global understanding of how 

technology supports educational assessment practices. Evaluating the long-term impact of technology 

adoption, including the effect on student learning outcomes, is also an important area for study. Future 

studies focusing on the development and evaluation of new technologies that can support under-

explored roles, such as response time recording and test item generation, would be valuable for 

improving the quality and efficiency of educational assessment in the future. 

The third point, which is related to the previous one, concerns the use of artificial intelligence 

(AI) and large language models (LLMs) in particular, in educational measurement and assessment. 

Although we mentioned some tools using AI, the focus of the paper was broader and aimed at all the 

technologies used in assessment. But we cannot help but notice that the integration of AI in 

educational assessment has revolutionized assessment methods and practices, enabling new 

approaches in automated scoring, automated item generation, creating item content, generating task 

stimuli (such as images for example), personalized feedback to students, identifying areas of strength 

and weakness, and adapting to individual learning patterns to support better educational outcomes 

[222]-[226]. However, using AI in assessment comes with certain risks. LLMs are trained on diverse 

datasets, that equips the models with a broad understanding of language, that enables LLMs to 

generate coherent, contextually relevant responses to user prompts. But AI technologies reflect and 

can even reinforce biases in the training data, and if an LLM was trained with nonrepresentative 

datasets, it can hold bias towards a certain group which can result in unfair assessments [227]. Second, 

the use of AI in assessment can lead to lack of transparency, as students and educators may not fully 

understand the criteria by which they are being evaluated. As such, further research is needed to 

explore the potential detriments of advanced AI technologies in the area of educational assessment. 

Finally, the integration of modern technologies into educational assessment brings with it a host 

of ethical considerations that educators and policymakers must navigate carefully. One of the central 

concerns is privacy, as digital platforms can collect and store vast amounts of personal data, which 

can include not just academic performance but also behavioral and biometric data, creating risks of 

misuse or breaches. Another concern is the question of fairness, as not all students may have equal 

access to the necessary devices and reliable internet connections needed for tech-based assessments, 

that can potentially disadvantage certain groups of students and exacerbate existing inequalities. 

Furthermore, the use of technologies in educational assessment, for example automated scoring 

systems, raises significant ethical challenges about the transparency and explainability of assessments. 

Moreover, the reliance on technology raises questions regarding the validity and reliability of the 



1678 
International Journal of Robotics and Control Systems 

ISSN 2775-2658 
Vol. 4, No. 4, 2024, pp. 1656-1693 

 

 

Heri Retnawati (A Systematic Review of the Use of Technology in Educational Assessment Practices: Lesson 

Learned and Direction for Future Studies) 

 

assessments, as technical issues can lead to incorrect assessment results, which can unfairly impact 

students’ educational opportunities and outcomes. There is also the issue of guaranteeing that the 

technological tools used do not inadvertently favor or prejudice any group of students, for example, 

individuals with disabilities who may require special accommodation. Thus, while modern 

technologies can offer innovative approaches to assessment, they must be implemented with a careful 

consideration of ethical principles, striving to ensure fairness, privacy, and equality for all students. 

These ethical challenges require thoughtful approach and call for further studies. 

4. Conclusion 

This study focuses on exploring the extent to which technology has been used in educational 

assessment practices and how the use of technology varies based on various factors. We found that 

the integration of technology in educational assessment practices has a very positive impact on the 

efficiency and effectiveness of the assessment process. Based on the review of 169 journal articles, 

technology was found to facilitate test administration through digital platforms, mobile applications, 

and computer-based software, and improve the quality of assessment by providing real-time feedback 

and enabling more in-depth psychometric evaluation. Technology also plays a role in speeding up and 

accuracy of analyses of item validity, reliability and bias, and supports more comprehensive reporting 

of test results. Our study also found that technology plays a significant role at all levels of education, 

from early childhood education to higher education. At the elementary school, junior high school, and 

senior high school levels, technology is primarily used for test administration, whereas at the higher 

education level, technology is used more widely, including in psychometric evaluation and providing 

feedback. The study also identified that while technology offers potential for response time recording 

and test item generation, both roles remain underexplored. Those two roles present new possibilities 

for improving the efficiency and accuracy of assessment. In addition, technology is more widely used 

for test administration in Asia, Europe and the Americas, whereas in Australia, the focus of the study 

is more on providing feedback. These findings further confirm that the application of technology in 

educational assessment not only improves operational efficiency but also increases the accuracy and 

reliability of assessment results. This is an important step towards better educational assessment 

practices and addressing challenges such as cheating by automating test item generation. This study 

emphasizes the importance of continuing to develop and explore the role of technology to improve 

overall assessment practices. 
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