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 This paper outlines the design and development of an advanced robotic 

system that integrates hardware implementation with theoretical simulation 

to address the need for versatile and user-friendly robotic solutions in 

various environments. Addressing the issue of limited adaptability in 

existing robotic systems, we propose a wireless, voice and gesture-

controlled robot car with an integrated robotic arm capable of performing 

complex tasks such as line following, obstacle avoidance, object 

manipulation, and autonomous navigation over one-kilometer range. To 

improve operational efficiency and user involvement, this paper designs a 

multifunctional robotic platform that integrates user-friendly control 

interfaces with inexpensive, state-of-the-art sensor technologies. To 

achieve this, we integrate a variety of sensors, including ultrasonic sensors 

for precise distance measurement, infrared sensors for object detection and 

line following, an L298 motor driver for controlling geared motors, servo 

motors for controlling robotic arms, a flex sensor for claw control, and an 

mpu6050 accelerometer for gesture recognition. The system also uses a 

custom-made Bluetooth app for remote control, nRF24L01+ for long-range 

wireless control, and Arduino Mega and Nano for processing and control 

functions. The results demonstrate the robot functions well in dynamic 

conditions, and it can be used in hospitals to assist healthcare professionals, 

in restaurants for food delivery, and in industrial settings for object 

manipulation. The system’s design proves robust in real-world scenarios, 

offering significant improvements in accessibility and operational 

efficiency. This study aligns with Sustainable Development Goals (SDGs) 

3 (Good Health and Well-being), 9 (Industry, Innovation, and 

Infrastructure), and 17 (Partnerships for the Goals). The robotic arm's 

potential application in healthcare settings advances SDG 3, its 

contribution to industrial productivity advances SDG 9, and collaborations 

with tech companies to expand and improve the robot's capabilities 

promote SDG 17. 
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1. Introduction 

Customized robotic systems are often designed for specific applications and environments, 

limiting their ability to adapt to a wide range of challenges. However, as automation and robotics 

technologies become more significant across industries, there is a need to design flexible robotic 

systems that can operate in a variety of environments. We aim to build a multipurpose robot car 

endowed with a robotic arm to meet diverse needs. The primary objective of this study is to design 

and develop a comprehensive system that embodies enhanced efficiency, safety, and accessibility of 

robotic systems. This system will be characterized by its multifaceted applications and seamless 

integration of cutting-edge sensors with user-friendly control interfaces. This study builds upon 

previous advancements in robotics to expand the potential applications and address the evolving 

requirements of contemporary environments. 

1.1. Literature Review 

Several studies have shown that wireless and Bluetooth control systems are very useful for 

robotic and automation applications. These technologies improve user interaction and operational 

flexibility by enabling smooth and flexible control over robotic vehicles and home automation 

systems. For example, Bluetooth-based home automation systems with Arduino enable authorized 

users to control home functionalities such as automatic door motor, water pumping motor, home 

illumination, and smoke detection remotely within their homes [2]. Similarly, studies have shown that 

nRF24L01 wireless transceiver modules combined with Arduino can be used to make radio controller 

units that can be used for different things and provide reliable communication and control over long 

distances [5], [6]. The TI-based CC1101, CC24XX, CC25XX, or similar wireless modules can be 

seamlessly integrated with the Arduino Mega MCU to design a sensor system. In contrast, the Nordic 

Semiconductor’s nRF24L01 wireless module offers advantages of lower cost and reduced power 

consumption compared to the CC1101 and Wi-Fi modules, as well as the CC24XX and CC25XX 

series. In addition, this module can give up-to 2 Mbps of data transfer speed within a long-distance 

range [3]. RF modules enable real-time communication and command execution, which is essential 

for applications ranging from industrial automation to robotics education [4], [8]. A recent study 

shows, C# based application can be used to control robot car from laptop or pc effectively. But the 

transmitter needs to be connected with pc via a USB wire [4]. In our system we will make it more 

efficient by using the laptops or pc’s inbuild Bluetooth functionalities and making it a transmitter 

which can communicate with a Bluetooth receiver installed in the robot car. Such systems show the 

revolutionary potential of wireless technologies in advancing automation solutions across various 

sectors by giving users greater flexibility in monitoring and controlling robotic operations. 

Significant progress in human-machine interaction and control methodologies can be seen in 

research on gesture, voice, and smartphone control for robotic systems with the help of Arduino as 

MCU, nRF24L01 as long-range wireless controller, Bluetooth module as short-range voice and phone 

controller, and mpu6050 as gesture controller [9]-[20]. A methodology was proposed to convert hand 

gestures into robotic hand movements, consisting of two subparts: a transmitter and a receiving 

section. The system's wireless controller, a robotic glove, includes an Arduino Nano, Flex sensors, 

and an RF Transmitter module. The Arduino Nano processes the Flex sensor outputs, converting the 

degree of finger bending into data. This data is then transmitted by the RF Transmitter module to the 

RF Receiver module in the robotic hand. The module continuously receives feedback from the hand 

and transmits new processed signals [61]. Robots can be simply controlled by hand movements thanks 

to gesture recognition systems, such as those that utilize accelerometers and gyroscopes [11], [13]. 

Another simple way to give natural language commands to robots is through voice control. Through 

mobile applications, smartphone-controlled robotic platforms offer users flexibility and remote 

accessibility while allowing them to control robots remotely with their smartphones [1], [17]. These 

control techniques not only improve user experience but also increase robotic systems' operational 

capabilities in a variety of contexts, such as industrial automation, home automation, and surveillance. 

Robotic arm control is a major development in assistive technology that provides more 

independence and functionality for people with disabilities who are unable to walk. Numerous 
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methods, including hand and finger gestures [21], smartphone interfaces [22], and accelerometer-

based feedback systems [23], have been explored in research for controlling robotic arms. A wireless-

controlled robotic hand motion system with flex sensors was proposed, featuring a glove as the 

transmitter and a 3D-printed forearm as the receiver. The glove is equipped with five flex sensors to 

capture hand motions. However, in our proposed system, we use only one flex sensor to control the 

robot claw movement, significantly reducing costs while maintaining core functionalities [62]. 

mpu6050 can be a great sensor for gesture movement. It can detect shifts in axes and give feedback 

according to the shifting direction. Some researchers made a 5-degree-of-freedom robot arm with a 

5-mpu6050 sensor [23]. Our system will utilize one mpu6050 sensor and control the robotic arm 

along with the robot's movement direction, which will improve performance and also significantly 

cut costs of the system. These wirelessly controllable robotic arms make use of Arduino-based 

systems to enable users to effectively interact with their surroundings.  

The various automation applications of Arduino with Bluetooth module and IoT are highlighted 

in the papers [24]-[30], [52]-[57]. They emphasize how it can be used in precision manufacturing, 

such as color sorting machines, and how it can improve productivity through industrial automation 

and the IoT along with agricultural field. Arduino provides smartphone and Wi-Fi connectivity for 

smart features in home automation, enhancing energy efficiency and convenience. All of these studies 

show how adaptable and successful Arduino is in manufacturing, industry, agriculture, and home 

automation applications. 

To enhance security and ensure human safety, robots are utilized to avoid adversaries in India's 

defense sector. In nations like India, robots are deployed to prevent conflicts. Automated robotic 

systems are employed in regions such as Mumbai and Kashmir to prevent altercations and safeguard 

human lives. These robots use ultrasonic sensors to detect nearby objects by emitting ultrasonic 

waves. When the waves encounter an object, they reflect back and are detected by a sensor, which 

sends a signal to the Arduino. The ultrasonic sensor then searches for a direction without obstacles 

to move freely [7]. Obstacle avoidance using Arduino and ultrasonic sensors demonstrates effective 

strategies for integrating automatic obstacle avoidance in robotic systems [31]-[35]. It ensures safe 

navigation in time-varying and dynamic environments by utilizing ultrasonic sensors to detect 

obstacles. Unmanned vehicles and autonomous floor-cleaning robots are two examples of applications 

that highlight how flexible these systems are in terms of improving operational autonomy and safety. 

These advancements underscore the critical role of robust obstacle avoidance in facilitating reliable 

and independent robotic operations across diverse applications. 

Research on Arduino line following shows how to implement object-following functionality in a 

way that improves usability in dynamic environments. These studies develop line follower robots with 

precise navigation capabilities using various strategies [36]-[39]. In an era of advancing automation, 

the development of a color line-following robot is essential for reducing human effort. This versatile 

robot can be used in airports to transport baggage, in homes for automation, and in restaurants as a 

robotic waiter, such as the Robot Restaurant in Porur, Chennai. It is also valuable in industries for 

transferring large machinery and can be adapted for use in mass transit systems, enhancing efficiency 

and convenience [39]. Hospital environments are one of the applications, where robots can 

autonomously follow predetermined paths, ensuring efficient delivery of items or assistance [36]. 

These advancements highlight the versatility of line following robots in addressing navigation 

challenges across different sectors, enhancing their utility in dynamic and demanding environments 

such as restaurants, warehouses, and hospitals. 

Engineering and robotic science benefit significantly from the use of Arduino-based 

technology [40]-[44]. Arduino platforms can be integrated to improve learning outcomes through 

hands-on experimentation and problem-solving skills. Because of Arduino's adaptability, teachers can 

design interesting projects that cover everything from simple robotic mechanisms to complex smart 

embedded systems, preparing students for a future filled with technological challenges [45]-[47]. In 

addition, the development of robot cars with motor drivers shows how automatic controls can be 

taught practically while giving students real-world experience with system integration and motor 

speed regulation [48]-[50]. Additionally, the ability to create software interfaces specifically tailored 
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to robotic functionalities through custom application development for robot control opens up new 

educational opportunities. Also, it enhances the understanding of IoT applications in software 

engineering education [51]. Through useful, project-based learning strategies, Arduino plays a critical 

role in advancing STEM education. 

The literature review highlights the significant impact of robotic technologies in assisting humans 

with various tasks such as industrial automation, home automation, and assistive technologies for 

individuals with disabilities. These studies underscore the importance of control mechanisms like 

Bluetooth, wireless modules, and gesture-based systems in enhancing user interaction and operational 

flexibility. However, a major limitation across these reviewed papers is the lack of a comprehensive 

control system that integrates multiple control mechanisms into a single platform. Most systems focus 

on either gesture control, Bluetooth, voice, or smartphone control independently. Some systems also 

implement voice and text control with custom-made app [4], but they lack gesture control. Our 

research aims to address this gap by integrating long-range wireless gesture, voice, Bluetooth, phone, 

and laptop control by integrating both nRF24L01+ and HC-06 Bluetooth modules along with a 

custom-made C# controller app. The control software system will provide real-time feedback and 

seamless operation. Additionally, existing systems have a limited wireless range of 100-200 meters 

using the nRF24L01 module [6], [7]. We plan to extend this range significantly by using an antenna-

based nRF24L01+ module, thereby enhancing the system's operational capabilities. 

1.2. Research Objectives 

In this paper, we integrate all control mechanisms—wireless gesture, Bluetooth, voice, text 

command, mobile phone, and laptop control—into a single robot, which has not been done previously. 

Furthermore, we aim to extend the wireless control range beyond what has been achieved in prior 

research. The key objective of this paper is summarized below: 

1. Develop a Versatile Robot Platform: 

• Create a multipurpose robot car equipped with a movable robotic arm and cost-effective sensors. 

This system aims to efficiently perform functions such as, line following, object following, and 

obstacle avoidance  

• Emphasize low-cost solutions while maintaining high functionality. 

2. Implement multiple control processes: 

• Design control interfaces that include voice commands, wireless gesture control, and mobile 

applications. 

• Ensure that the robot car can be easily operated using any of these methods. 

3. Create a user-friendly control interface: 

• Develop an optimal interface for controlling the robot's functionalities from a laptop or PC using 

C#.NET 8.0. 

1.3. Paper Structure 

In this paper, we provide a comprehensive analysis of the planning, creation, and application of 

a multifunctional robot car equipped with a robotic arm.  First, an overview of the goals and 

development of our solution is presented. We then explore the design and development process, 

including the integration of advanced sensor technologies, control systems, and autonomous features. 

This paper outlines specific objectives, including the integration of a robotic arm and the design of 

user-friendly Bluetooth communication interfaces and gesture control systems. We explain the 

functionality and operating principles of each sensor component employed within the system. 

Furthermore, this paper elaborates on the methods utilized for autonomous operation and the 

validation procedures implemented to guarantee system reliability. Additionally, a comparative 

analysis between theoretical simulations and real-world deployments is presented. This is done by 

using virtual monitor of proteus to get sensors working feedback in simulation and Serial monitor of 
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Arduino IDE to get hardware sensors working feedback. Finally, we examine the contributions of this 

study to the field of robotics and evaluate the project's alignment with Sustainable Development Goals 

and societal needs. An overview of the research methodology used in this paper is presented in Fig. 

1. 

 

Fig. 1. Overview of the research methodology  

2. Methodology and Modeling 

This section outlines the systematic approach used to design and develop the multifunctional 

robotic system. Our methodology emphasizes modularity, user-friendliness, and the integration of 

advanced control technologies and algorithms to create a versatile robot capable of performing various 

tasks. 

2.1. System Design 

We began the design process by carefully examining the project specifications and defining key 

characteristics such as autonomy, wireless control, and object manipulation. Hardware components 

were selected based on affordability, performance, and compatibility, ensuring a modular system 

architecture that allows for seamless integration and future improvements. Our primary objective was 

to develop a user-friendly system that is easy to operate and maintain. 

2.2. Working Principle 

The proposed system operates by integrating various hardware components and technologies to 

enable the multifunctional robot car with a robotic arm. The Arduino Nano (Fig. 2) serves as the 

transmitter brain, using nRF24L01+ modules for wireless communication with the receiver unit. The 

receiver unit (Fig. 3) based on an Arduino Mega, processes incoming data and directs the robot's 

movements. The design process involves several steps: 

• Integration of Components: Wiring the Arduino Mega and Nano boards with nRF24L01+ 

modules to enable wireless communication. 
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• Sensor Utilization: Using an ultrasonic sensor to measure object distances and an infrared sensor 

for object detection and following. 

• Motor Control: Employing an L298 motor driver to precisely control the robot's wheels. 

• Gesture Control: Utilizing an mpu6050 accelerometer for gesture control, allowing users to 

interact with the robot via hand gestures. 

• Remote Control: Implementing a custom-made Bluetooth communication app and the HC-06 

Bluetooth controller for remote operation. 

 

Fig. 2. Block diagram for the transmitter side 

 

Fig. 3. Block diagram for receiver side 

2.3. Description of Major Components 

This section provides a comprehensive overview of the necessary components, including brief 

descriptions of their operating principles and the reasons for selecting them over other options.  

A. Arduino Mega2560 

The Arduino Mega serves as the brain of the robot car, employing AVR (Advanced Virtual 

RISC) technology with an 8-bit processor running at 16 MHz. It accepts an input voltage ranging 
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from 7-12V. Communication interfaces on the Arduino Mega include four UARTs (universal 

asynchronous receiver-transmitter), I2C (Inter-Integrated Circuit)/ TWI (Two-Wire Interface), SPI 

(Serial peripheral interface), and USB (Universal Serial Bus) [59]. The Arduino Mega is ideal for 

projects requiring multiple I/O operations, such as robotic control, home automation, and complex 

sensor networks. Its flexibility, ease of use, low-cost, and robust community support make it an 

excellent choice for our robotic system. 

B. Arduino Nano 

The Arduino Nano acts as the transmitter unit, utilizing the same AVR technology as the Mega 

but in a compact form factor. It has an ATmega328P microcontroller, with a clock speed of 16 MHz 

and an operating voltage of 5V. Key features include 32 KB of flash memory, 2 KB of SRAM, 1 KB 

of EEPROM, and I2C, SPI, and UART communication interfaces, along with a mini-USB 

programming interface [72]. Its small size and sufficient computational power make it suitable for 

operating a mpu6050 accelerometer and nRF24L01+ module. The Arduino Nano is also cost-

effective, making it ideal for wearable transmitter on the wrist due to its compactness and affordability.  

C. nRF24L01+ Transceiver Module  

The nRF24L01+ module is a 2.4 GHz RF transceiver designed for ultra-low power wireless 

applications. We used Power Amplifier (PA) and Low Noice Amplifier (LNA) enabled version for 

maximum range. It is configurable through a Serial Peripheral Interface (SPI). It offers a configurable 

air data rate up to 2 Mbps. It supports up to 125 channel frequencies and six pipelines per node, making 

it suitable for robust, low-cost wireless communication. [5] Compared to modules like LoRa, which 

offer longer range but lower data rates, the nRF24L01+ provides a balanced solution with high-speed 

data transfer and sufficient range at a lower cost, ideal for our robotic system where both range and 

speed are critical.  

D. HC-06 Bluetooth Controller  

The HC-06 Bluetooth Controller is a compact and cost-effective module designed for wireless 

communication between microcontrollers and Bluetooth-enabled devices. Operating within the 

2.4GHz ISM band, it supports UART communication with a default baud rate of 9600, which is 

configurable and can operate at a voltage range of 3.36V to 6V [70]. Its ease of integration, combined 

with its low power consumption and broad compatibility with smartphones, tablets, and other 

Bluetooth devices, makes it an ideal choice for remote control applications, enhancing the flexibility 

and convenience of robot operation.  

E. mpu-6050 Accelerometer 

The mpu6050 accelerometer integrates a 3-axis gyroscope and a 3-axis accelerometer, enabling 

precise motion tracking and orientation sensing with high sensitivity and accuracy. The mpu6050 is 

equipped with a 16-bit analog-to-digital converter (ADC) to accurately track three-dimensional 

motions [67], [68]. Communication is facilitated via I2C or optional SPI, with configurable I2C 

addresses of 0x68 or 0x69. The mpu6050's compact 4mm x 4mm x 0.9mm package makes it ideal for 

use in our robot car transmitter system as a gesture recognizer, motion tracker, and wearable [71]. Its 

robust features and low power consumption make it a versatile and efficient choice for our gesture 

control application.  

F. HC-SR04 Ultrasonic Sensor 

The HC-SR04 ultrasonic sensor utilizes ultrasonic waves to measure distances accurately from 2 

cm to 400 cm, with an accuracy of ±3, making it ideal for obstacle detection and avoidance in robotics. 

Operating at 5V DC with a typical current consumption of 15 mA, it sends a 10 µs trigger pulse and 

emits an 8-cycle burst of 40 kHz ultrasonic waves [65]. The sensor then detects the reflected waves 

and outputs a pulse on the "Echo" pin, proportional to the distance of the object. To calculate the 

distance using the pulse width, the formula (1) is used: 

The sensor's compact size (45 mm x 20 mm x 15 mm) and lightweight design make it easy to 

integrate into various projects. Its simple interface with the Arduino Mega microcontroller, high 
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accuracy [65], and affordability makes the HC-SR04 a versatile and reliable choice for our robot car 

for detecting objects and measuring object distances. 

 
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑐𝑚) =  

𝑃𝑢𝑙𝑠𝑒 𝑊𝑖𝑑𝑡ℎ (𝜇𝑆)

58.2
 (1) 

G. HW201 Infrared Sensor 

The HW201 IR sensor detects and measures infrared radiation, comprising an emitting and 

receiving tube [64]. This IR sensor is ideal for our robot car application as it is compact, cheap, and 

easy to connect with an Arduino Mega microcontroller.  

H. L298 Motor Driver 

The L298 motor driver is a dual H-bridge motor control IC. An H-Bridge is an electronic circuit 

that allows voltage to be applied across a load in either direction, enabling complete control over a 

DC motor. This setup permits electronic management of the motor’s forward, reverse, brake, and coast 

functions through a microcontroller, logic chip, or remote control [66]. It operates with a power supply 

voltage of up to 50V. The input and enable voltage range from -0.3V to 7V. The driver supports 2A 

for continuous DC operation. The L298 operates within a junction temperature range of -25°C to 

130°C [73]. These specifications ensure efficient and reliable motor operation, making the L298 

suitable for our robot car application and ensuring optimal performance even in challenging 

environmental conditions.  

I. SG90 Servo Motor 

The SG90 servo motor is a small and lightweight motor offering precise control over angular 

motion, making it ideal for tasks such as robotic arm movement and sensor orientation in robotic 

systems. It delivers a stall torque of 2.5 kg/cm [63]. It comes with a Futaba/JR 0.1 pitch connector on 

a 9-inch cable, making it compatible and easy to integrate into our robotic arm and also for controlling 

ultrasonic sensor movement for measuring object distance from various angles.  

J. Flex Sensor 

The flex sensor is a highly sensitive component used in robotic systems to detect bending or 

flexing movements, allowing for intuitive control mechanisms such as finger gestures. The output 

voltage (Vo) is determined by the formula Vo = VCC × (R1 / (R2 + R1)), where R1 represents the 

variable resistance of the flex sensor and R2 represents the constant resistance used in between ground 

and flex sensor pin [74]. Its flexible construction and high sensitivity make it ideal for controlling our 

robots’ claw open and close movement.  

K. SSD1306 White 0.91″ 128×32 OLED Display – I2C Interface 

The SSD1306 White 0.91” 128×32 OLED Display features a high-resolution 128×32 pixel 

matrix and utilizes OLED technology for self-luminous operation without the need for a backlight, 

resulting in lower energy consumption. The OLED display module uses an I2C connection interface. 

It offers a viewing angle exceeding 1600 degrees and operates at a voltage range of 3.3 to 6V. Its 

dimensions are 12mm by 12mm by 38mm [69]. Low cost, low power consumption, and compact size 

are the reasons for using this as a mode indicator in our robot’s transmitter.  

2.4. Control Modes 

The schematics (Fig. 4, Fig. 5, Fig. 6, Fig. 7, Fig. 8) illustrate the system architecture and 

operational flow, helping to understand the interactions between different components and control 

mechanisms. The processes for each distinct mode of the receiver are illustrated separately in Fig. 6, 

Fig. 7, Fig. 8 for better clarity. A detailed explanation of these diagrams is provided below.  

Transmitter Flowchart (Fig. 4):  

• Initialize sensors. 

• Gather data from sensors and selected modes. 
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• Transmit data to the robot car via the NRF transmitter. 

• Update the display value for the selected mode. 

• This cycle repeats continuously, enabling real-time control of the robot's movements and 

functions. 

 

Fig. 4. Transmitter flowchart 

Receiver Flowchart (Fig. 5):  

• Initialize sensors.  

• Determine control mode (Bluetooth or voice).  

• If Bluetooth mode is selected: 

• Execute corresponding command if data is received. 

• Stop the vehicle if no data is received. 

• If voice mode is selected: 

• Wait for incoming data. 

• Execute corresponding command if data is received. 

• Stop the vehicle if no data is received. 

• If neither Bluetooth nor voice mode is selected, check for data from the NRF module. 

• If NRF data is received: 

• Execute the corresponding mode: (Mode 1: Claw control, Mode 2: Gesture control, 

Mode 3: Line following, Mode 4: Obstacle avoidance, Mode 5: Obstacle following. 

• If no NRF data is received, stop the car. 

Claw Control (Fig. 6 (a)):  

• Check if new data is coming from the receiver.  

• If data is confirmed, update positions of servo motors based on the selected mode.  

• If mode equals 0: 

• Update the positions of the left, right, and open/close servo motors. 
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• If the mode is not 0: 

• Adjust the positions of the up-and-down servo motor. 

• Stop all servo motors if no data is received to prevent unintended movement. 

 

Fig. 5. Receiver flowchart 

Gesture Control (Fig. 6(b)):  

• Monitor incoming data.  

• Trigger an emergency stop if no data is detected. 

• Evaluate the x-axis value upon receiving data: 

• If x-axis value is ≥ 60, turn the motors right with the corresponding speed. 

• If x-axis value is ≤ -60, turn the motors left. 

• Check the y-axis data: 

• If y-axis value is ≥ 60, move the motors forward. 

• If y-axis value is ≤ -60, move the motors backward. 

• Ensure real-time responsiveness and precise control of movements through this iterative process. 

Obstacle Avoidance (Fig. 7(a)): 

• Measure the distance to obstacles using the ultrasonic sensor. 

• If the distance is less than 20 units: 

• Stop the car. 
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• Reverse for 0.2 seconds. 

• Turn to check both left and right. 

• Compare distances and steer towards the side with more clearance.   

• If the distance is greater than 20 units, continue driving forward. 

• Continuously scan, detect, and navigate to avoid obstacles autonomously. 

 
(a) (b) 

Fig. 6. Receiver (a) claw control and (b) gesture control mode flowchart 

Obstacle Following (Fig. 7(b)): 

• Measure the distance to the nearest object.  

• If the distance is between one and fifteen units, indicating an obstacle is nearby, the car continues 

forward. 

• If the distance is outside this range, the car analyzes data from the left and right infrared sensors. 

• If the left sensor detects an obstacle, the car steers left to follow it. 

• If the right sensor detects an obstacle, the car steers right. 

• If neither sensor detects an obstacle, the car stops. 

• This obstacle detection and navigation process is continuously repeated to ensure the vehicle can 

autonomously follow obstacles safely without collisions. 

Line Following (Fig. 8): 

• Assess input from IR sensors to follow a predefined path.  

• Perform complex maneuvers based on sensor data for precise navigation. 
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(a) (b) 

Fig. 7. (a) Obstacle avoidance and (b) obstacle following: mode flowchart 

 

Fig. 8. Receiver line following mode flowchart 
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3. Experimental Setup 

3.1. Circuit Setup 

To grasp the robot's functionality, we begin by analyzing its core circuitry, depicted in the circuit 

diagrams. These diagrams reveal the intricate network of connections and components essential for 

the robot's operation. By understanding this foundational design, we can better appreciate the overall 

performance detailed in the paper. 

We start by looking at the transmitter circuit diagram as shown in Fig. 9, which illustrates the 

complex web of connections and parts that are necessary to send data and commands to our versatile 

robot system. This schematic provides an extensive overview of the transmitter's architecture, 

enabling an in-depth understanding of its functioning and operation. 

 

Fig. 9. Transmitter circuit diagram detailing the connections necessary for data transmission  

We then present the receiver circuit diagram in Fig. 10, illustrating the relationships among 

components within our robotic system's receiving end. This provides detailed insights into the 

operation and interconnection of each component in the receiver unit.  

 

Fig. 10. Receiver circuit diagram detailing the connections necessary for performing proposed tasks 
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3.2. Connection Table 

Tables 1 and Table 2 detail the Transmitter and Receiver connections, respectively. Table 1 

summarizes the transmitter's pin connections, ensuring each component is correctly interfaced for 

optimal data transmission. Table 2 lists the pin connections for the receiver unit, ensuring that each 

component operates correctly to achieve optimal data-receiving performance, as well as the proper 

execution of the intended task functionalities. 

Table 1.  Transmitter pin connection table 

Component Type Arduino Nano Pin 
Connected 

Component Pin 
Component Name 

Communication Module 

7 CE 

nRF24L01+ 

8 CSN 

13 SCK 

11 MOSI 

12 MISO 

Display/ Mode Indicator 
A4 SDA 

I2C OLED Display 
A5 SCL 

Sensor 

A4 SDA 
Mpu-6050 

A5 SCL 

A6 
Output and 47 kΩ 

resistors common point 
Flex Sensor 

Mode Change Buttons 
2 Push Button 1 Claw selector 

3 Push Button 2 Mode selector 

Table 2.  Receiver pin connection tables 

 

In connection setup Table 2 for the receiver part, we were careful to connect the motor driver 

enable pins to PWM connection pins of Arduino. As we used the Servo.h library to control the servo 

motors, which can use timers 1, 3, 4, and 5 according to the Arduino Servo Library documentation 

[58]. Also, according to the Arduino Mega 2560 Datasheet [59] and the ATmega640/V-1280/V-

Component Type 
Arduino Mega 

Pin 

Connected Component 

Pin 
Component Name 

Communication 

module 

7 CE 

nRF24L01+ 

8 CSN 

52 SCK 

51 MOSI 

50 MISO 

0 (RX) TX 
HC-06 Bluetooth Module 

1 (TX) RX 

Actuator 

2 (PWM) Signal pin 
Servo motor- (Ultrasonic as Front 

Eye) 

3 (PWM) Signal pin Servo motor- (Arm Claw) 

4 (PWM) Signal pin Servo motor- (Arm Left-Right) 

5 (PWM) Signal pin Servo motor- (Arm Up-Down) 

6 (PWM) Signal pin Servo motor- (Arm Up-Down) 

9 (PWM) EN-A 

L298 Motor Driver 

29 In1 

31 In2 

28 In3 

30 In4 

10 (PWM) EN-B 

Sensor 

12 Echo 
HC-SR04 Ultrasonic Sensor 

11 Trigger 

A0 Out IR sensor- (Robot Head Right) 

A1 Out IR sensor- (Robot Head Left) 

A2 Out IR sensor- (Robot Car Back) 

A3 Out IR sensor- (Line Left) 

A4 Out IR sensor- (Line Right) 

Mode Select Button 22, 23 Push Button pin Bluetooth, Voice Mode Button 
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1281/V-2560/V-2561 Datasheet [60], specific pins are associated with specific timers on the Arduino 

boards. Those associated pins are: 

• Timer 1 is associated with pins 11, 12, and 13. 

• Timer 3 is associated with pins 2, 3, and 5. 

• Timer 4 is associated with pins 6, 7, and 8. 

• Timer 5 is associated with pins 44, 45, and 46. 

The Arduino Servo Library documentation [58] says that if the Servo.h header uses any of those 

timers to control a servo motor, then the PWM functionalities with the analogWrite() function will 

not be available for those timer-associated pins. To avoid any kind of conflict, we totally avoided 

those PWM pins and used pins 9 and 10 for controlling motor speed on the L298 motor driver with 

the PWM signal shown in Table 2. 

3.3. Hardware Setup 

The hardware setup integrates various components, including the transmitter and receiver units, 

as shown in Fig. 11. The transmitter sends data to the receiver, which processes the information to 

control the robot's movements. The system is assembled according to the pin connection shown in 

Table 1 and Table 2. 

  
(a) (b) 

Fig. 11. (a) Transmitter unit setup; (b) Receiver unit setup 

3.4. Bluetooth Controlled Application 

The Bluetooth controller application, developed using C#.NET 8.0, facilitates seamless control 

of the robot. Users can easily manage the robot's movements and tasks via an intuitive interface, as 

depicted in Fig. 12 and Fig. 13. This application is compatible with both Windows and Mac OS X. 

It acts as a user interface for seamless control over the robotic arms and the robot car's movements. 

It connects to the robot via the Windows communication (COM) port, enabling remote control of 

various features. Users can control the robotic arm to perform precise tasks and easily maneuver the 

robot car through the user-friendly buttons and controls. This specially designed controller 

application enhances the versatility of the multipurpose robot system, providing an improved user 

experience. 

The user must enter the COM port number that the system is using to communicate with the 

receiver's Bluetooth module during the connection setup phase as illustrated in Fig. 12. An 

unsuccessful connection will display an error message, while a successful connection will open the 

controller phase as shown in Fig. 13. By integrating a custom Bluetooth controller app, the 

multipurpose robot system gains a user-friendly interface. This interface allows for smooth control 

over the robot's movements and functionalities. The application enhances the robot's versatility by 

providing real-time control and feedback, significantly improving the user experience. 
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Fig. 12. Connection setup interface of Bluetooth Communicator 

 

Fig. 13. Controller page of Bluetooth Communicator 

4. Result and Discussion 

4.1. Simulation Analysis 

For simulation, we used Proteus IDE which is a virtual system modeling (VSM) and circuit 

simulation software. Proteus VSM supports advanced embedded simulation, providing system-level 

simulation based on schematic circuits. It includes a comprehensive database or library of 

components. Additionally, users can create and add new components to the library if they are not 

included in the default software library [70]. Simulations using the Proteus platform validated the 

robot's functionality, including data transmission, object manipulation, and obstacle detection. Fig. 

14, Fig. 15, Fig. 16, Fig. 17, Fig. 18 illustrate the successful operation of each mode tested. Fig. 14 

and Fig. 15 illustrate the circuit used for these tests. Simulations are conducted to evaluate the robot's 

ability to transfer data wirelessly, manipulate objects using servo motors, measure distance using 

ultrasonic sensors, detect objects using infrared sensors, view mode details using OLED displays, 

and move cars using DC motors. 

[Note: nRF24L01+ and mpu-6050 accelerometer were unavailable in proteus for simulation. 

433Mhz radio frequency (RF) module is used as a substitute for nRF24L01+ module and 4 push-

buttons for controlling left-right-front-back movement are used as a substitute for mpu-6050 

accelerometer.] 

Before building the actual device, a simulation was run to check if all the components would 

work together smoothly. This includes circuitry, wireless communication, OLED display, gesture 

control mode, flex sensor, ultrasonic sensor, and infrared sensor. Fig. 16 demonstrates the successful 

transmission of data between the transmitter and receiver in the simulation. The OLED display 

correctly shows the indication of gesture control mode. Furthermore, the virtual terminal on the 

receiver confirmed the robot car moving forward, demonstrating the proper function of the L298D 

motor driver in gesture control mode. 
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Fig. 14. Transmitter circuit simulation using Proteus 

 

Fig. 15. Receiver circuit simulation using Proteus 
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Fig. 16. Simulation for gesture control mode 

Fig. 17 demonstrates the validation of a robotic arm control mode. It is evident from the figure 

that the receiver updates servo motor values based on data transmitted from a transmitter because 

“Xaxis” 255 value increased the robot claw “leftRightMovement” value to 95 from 90. Fig. 18 

illustrates a successful test of the robot car's obstacle avoidance mode. The virtual terminal displays 

that the car is moving forward. This confirms that the infrared and ultrasonic sensors are providing 

accurate data, and the L298D motor driver is responding correctly. 

 

Fig. 17. Simulation for Robotic Arm controlling mode 

 

Fig. 18. Simulation for obstacle avoidance mode 
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The voltage divider circuit depicted in Fig. 19 is employed in the flex sensor simulation to 

measure the sensor's responses. It is established that the flex sensor's internal resistance varies with 

bending. We applied the voltage divider formulas provided below to determine the bending angle 

measurement of the flex sensor. 

 

𝑉0 = 𝑉𝐶𝐶

𝑅

𝑅 + 𝑅𝐹𝑙𝑒𝑥
 

Fig. 19. Voltage divider circuit for flex sensor 

As the bend radius increases in this configuration, the output voltage decreases. For instance, 

with the sensor flat (0°) and using a 5V supply and a 47 kΩ pull-down resistor, the resistance is 

relatively low (approximately 25 kΩ). In these conditions, the output voltage is calculated using (2), 

as follows: 

 
𝑉0 = 5𝑉

47 𝑘Ω

47 𝑘Ω + 25 𝑘Ω
= 3.26 𝑉 (2) 

The resistance rises to about 100 kΩ when the bend reaches its maximum angle of 90⁰. 

Consequently, the output voltage as shown in (3) changes to: 

 
𝑉0 = 5𝑉

47 𝑘Ω

47 𝑘Ω + 100 𝑘Ω
= 1.59 𝑉 (3) 

This formula is included in the simulation code for measuring bending angles. Fig. 20 gives a 

100% accurate bending angle value through simulation as calculated numerically.  

 

Fig. 20. Flex sensor bending in different angle simulation 

4.2. Hardware Result 

We tested the robot's capabilities in real-world situations to see how well it performed. This 

included how quickly it responded to gestures, how precisely it moved, how accurately it detected 
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obstacles, and how reliably it communicated wirelessly. While the simulation predicted accurate 

performance, real-world tests revealed some inconsistencies due to factors like sensor response time 

and power supply limitations.  Gesture recognition was evaluated using the Arduino IDE Serial 

monitor. The nRF24L01+ module worked consistently and achieved a peek data transmission range 

of 902 meter. The ultrasonic sensor precisely measured distances, while the MPU-6050 

accelerometer's high sensitivity allowed it to track even small movements. Bluetooth functionality 

was verified by connecting to a smartphone and sending commands. Our custom software also passed 

all tests. Additionally, the Flex sensor consistently provided the expected values.  

Fig. 21 and Fig. 22 demonstrate the verification process for different functionalities. In Fig. 21, 

we validate gesture control and obstacle avoidance modes through the Arduino IDE's serial monitor. 

This ensured the correct display of mode (mode state=2 for gesture control, mode state = 4 for 

obstacle avoidance) and axis values. Additionally, the left and right object distances in Fig. 21(a) 

confirmed the ultrasonic sensor's proper operation. Similarly, Fig. 22 showcases the verification of 

the robotic claw mode. The servo motor value's dynamic update based on the axis value guarantees 

the accuracy of the claw control mode. 

  
(a) (b) 

Fig. 21. Illustration of (a) Gesture control mode and (b) obstacle avoidance mode results 

 

Fig. 22. Robotic claw value update result 

The range of the nRF24L01+ module's data transmission and reception was tested on a long, 

straight road at 6 a.m. to ensure minimal obstacles for maximum performance. The testing location 

was in Dhaka, Bangladesh, specifically on Sayem Sobhan Anvir Road, near American International 

University-Bangladesh and North South University. As illustrated in Fig. 23, the maximum wireless 

connectivity range achieved under these ideal conditions was approximately 902 meters. The test 

setup involved positioning the transmitter and receiver modules at the two ends of the road, with 
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minimal interference from surrounding structures. There could be a ±10m margin of error as we 

manually selected the location based on our position. The testing was conducted early in the morning 

to avoid any significant disruptions from pedestrian or vehicular traffic, providing an optimal 

environment to assess the module's range accurately. 

 

Fig. 23. Maximum wireless connectivity range of nRF24L01+ module  

Finally, we have achieved all the objectives of this paper, demonstrating the robot system's 

effectiveness and efficiency. 

4.3. Accuracy of the Hardware Result 

Though our system functions as we intended, sometimes it fails to perform its assigned tasks, 

such as correctly measuring distances and correctly detecting black lines. Various internal and 

external factors can be reasoned for those unintended behaviors, such as ATmega2560 microchip 

clock speed, sensor response time, limited power supply, natural light influence and so on. These 

factors can be mitigated by using a higher clock speed MCU such as the STM32 or Raspberry Pi, a 

higher discharge rate battery, and a more sophisticated infrared sensor that is not influenced by 

natural light.   

For line following mode, it can be seen from Table 3 that the robot car detects a black line with 

75% accuracy and can navigate through the black line when we set the motor speed low, around 80 

PWM value. Again, when the speed is a little bit increased with a 140 PWM value, then the line 

detection accuracy falls to 25%. Furthermore, when we increased the PWM value to its maximum 

value of 255 for fastest speed, the line detection accuracy became 8%. 

Table 3.  Line detection accuracy tables 

Sample no 
Line Detection 

Motor Speed (80) Motor Speed (140) Motor Speed (255) 
1 Detected Not Detected Not Detected 

2 Detected Detected Not Detected 

3 Not Detected Not Detected Not Detected 

4 Detected Not Detected Detected 

5 Not Detected Detected Not Detected 

6 Detected Not Detected Not Detected 

7 Not Detected Not Detected Not Detected 

8 Detected Not Detected Not Detected 

9 Detected Not Detected Not Detected 

10 Detected Not Detected Not Detected 

11 Detected Detected Not Detected 

12 Detected Not Detected Not Detected 

 

[Note: When the robot is navigating the predetermined path by detecting a black line with an IR 

sensor, one sample is taken for 5-second navigation durations for Table 3. 
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For object avoidance and detection mode, the ultrasonic sensor sometimes failed to detect 

objects. Especially when the robot is moving too fast with PWM value 250, its accuracy decreases 

relatively low, around 30%, as shown in Table 4. It can detect objects with 50% precision when the 

PWM value sets to 180. The highest precision of object detection, around 70%, is in the slow mode 

with PWM value 80. 

Table 4.  Object detection accuracy tables 

Sample 

no 

Object Detection 

Motor Speed 

(80) 

Motor Speed 

(180) 

Motor 

Speed (250) 
1 Detected Not Detected Not Detected 

2 Detected Detected Not Detected 

3 Detected Not Detected Not Detected 

4 Detected Not Detected Detected 

5 Not Detected Detected Not Detected 

6 Detected Detected Detected 

7 Detected Not Detected Not Detected 

8 Detected Detected Detected 

9 Not Detected Not Detected Not Detected 

10 Not Detected Detected Not Detected 

 

[Note: Object is placed in front of moving robot. One object equals to one sample for Table 4] 

The accuracy of line detection and object avoidance varied with motor speed. Lower speeds 

improved detection accuracy, highlighting the importance of speed calibration for optimal 

performance. 

4.4. Comparison Between Simulation and Hardware Implementation Result 

We compared experimental results with numerical simulations to assess the accuracy of the 

simulation models and their ability to predict real-world behavior. The comparison between 

simulation and hardware results showed that while most sensors performed consistently, the flex 

sensor required calibration for accurate readings, emphasizing the need for real-world adjustments.  

This difference is likely caused by external factors, such as temperature fluctuations. Fig. 24 

illustrates that the flex sensor can sometimes register values exceeding 90 degrees when bent. 

  

Fig. 24. Simulated and real-life value of flex sensor 

Furthermore, precise object and line detection needed calibration of the infrared sensor intensity, 

which was not taken into consideration in the simulation. This emphasizes how crucial it is to take 

calibration procedures and real-world variables into account in order to get the best possible sensor 

performance in real-world applications. Calibration can be done by placing the robot in the black line 

and slowly adjusting the IR sensor potentiometer knob to the desired position where it can detect the 

black line perfectly. The comparisons also highlight the necessity of iterative testing and 

improvement to close the gap between the results of simulations and real-world experiences, 

guaranteeing the dependability and efficiency of the robot system in various settings. 
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4.5. Cost Analysis 

We have estimated the total amount of funding required to complete the paper given in Table 5. 

This covered all the necessary purchases, including labor and overhead, as well as any additional 

materials and parts. Below is a summary of the expense categories. 

• Material Costs: This is the money we spent on all the stuff we needed to build the robot car and 

robotic arm. 

• Labor Costs: This is the money we paid for any work done by people to build or work on the 

paper. In our case, it is Zero as we build this paper on our own. 

• Overhead Expenses: These are additional costs related to running the paper, like electricity, 

transport, and additional material (e.g., soldering lead, glue sticks) costs. 

Table 5.  Component cost analysis 

Component Name Unit Price (৳) Quantity Total Price (৳) 

Arduino Mega 2050/- ×1 2050/- 

Arduino Nano 500/- ×1 500/- 

Flex Sensor 1200/- ×1 1200/- 

Ultrasonic Sensor 100/- ×1 100/- 

Infrared Sensor 95/- ×5 475/- 

nRF24L01+ module 350/- ×2 700/- 

nRF Base 200/- ×2 400/- 

I2C OLED Display 350/- ×1 350/- 

L298D 200/- ×1 200/- 

HC-06 Bluetooth Module 330/- ×1 330/- 

Car Chassis 900/- ×1 900/- 

Robotic Claw 950/- ×1 950/- 

Mpu-6050 300/- ×1 300/- 

Lipo 3S Battery (1100mah) 1450/- ×1 1450/- 

3S Battery Charger 450/- ×1 450/- 

18650 Li+ battery 170/- ×1 170/- 

3.7V charging module 75/- ×1 75/- 

12V to 5 Volt Converter 200/- ×1 200/- 

3.7V to 5V Converter 110/- ×1 110/- 

Jumper Wire Set 150/- ×1 150/- 

Resistor 5/- ×2 10/- 

Capacitor 8/- ×5 40/- 

Mini Breadboard 70/- ×1 70/- 

Double Sided Tape 80/- ×1 80/- 

Switches 20/- ×4 80/- 

Servo Motor (SG90) 170/- ×5 850/- 

  Total= 12,190/- 

 

From Table 5, we can see that the components have a total cost of 12,190/-Tk. Our overall cost 

to complete this paper came to 12,890/-Tk approximately $117.45, includes materials, overheads, 

and additional components. This budget demonstrates the feasibility of developing a functional robot 

within a reasonable cost range. 

4.6. Limitation in the Paper 

Even though we were able to construct the multifunctional robot car with a robotic arm, there 

were still certain obstacles we had to overcome. As we did not integrate a camera module, real-time 

video footage was not available. Furthermore, the robotic arm can only move in specific directions 

due to its movement being limited to four degrees of freedom. Also, we are utilizing simple infrared 

sensors for line detection. As a result, the robot cannot move at its fastest in line following mode. 



1376 
International Journal of Robotics and Control Systems 

ISSN 2775-2658 
Vol. 4, No. 3, 2024, pp. 1353-1381  

 

Faysal Ahmmed (Arduino-Controlled Multi-Function Robot with Bluetooth and nRF24L01+ Communication) 

 

Furthermore, the accuracy of the robot's movements is sometimes compromised by its two infrared 

sensors for line following. In summary, the lack of a camera module limits real-time video feedback, 

while the robotic arm's restricted movement affects its versatility. Additionally, the reliance on 

simple infrared sensors for line detection reduces accuracy at higher speeds. Future iterations could 

integrate advanced sensors and a camera module for enhanced functionality and accuracy. 

5. Conclusion and Future Endeavors  

This multifunctional robot car with a robotic arm is a big step forward in making robots more 

efficient and adaptable for various tasks. The line-following feature can be used in hospitals to deliver 

goods to patients with contagious illnesses, minimizing direct human contact. At airports, it can 

automate luggage delivery, and in restaurants, it can serve food to customers by following a 

predetermined path. If no line is available, the robot can complete tasks using hand gesture control. In 

military applications, the object avoidance feature enables the robot to explore hazardous areas 

autonomously, avoiding obstacles. For assistive tasks, the object-following capability allows the robot 

to carry goods and follow a person, reducing the need for individuals to carry items themselves. The 

robotic hand developed in this research is highly beneficial in environments like painting shops and 

shot blasting chambers, where dusty and hazardous conditions pose risks to human workers. Operators 

can manage the robotic functions safely from outside these areas, observing through a protective glass 

barrier. Also in an industrial storage area, it can grab objects and use its line-following ability to deliver 

them to a predetermined place. The gesture control features could be used to deliver objects in a large 

storage area thanks to their high range of controllability. Disabled people who cannot walk properly 

can use this robot to manipulate any object without the need for other human assistance. Besides, its 

multi-control feature and user-friendly interface allow users to operate the robot car in their preferred 

manner, ensuring maximum comfort and convenience. Even though there are still challenges, this 

study shows how much innovation is possible in robotics. 

The use of the Arduino Mega ensures readiness for future expansions without concerns about 

memory size or I/O ports. Future research can enhance the robot by incorporating real-time visual 

capabilities, increasing the arm's movement options, and improving sensors for the line-following 

mode. For example, the ESP32 cam module could be used to provide real-time visual feedback, and 

the QTRX-MD-16A reflectance sensor could enable precise line-following operations. Additionally, 

advanced control algorithms and artificial intelligence approaches, such as machine learning models 

for obstacle detection and avoidance, could significantly improve the robot's autonomous navigation 

and decision-making capabilities.  

This paper aligns with Sustainable Development Goals (SDGs) 3, 9, and 17 by showcasing its 

multifaceted impact. SDG 3 (Good Health and Well-being) is supported through potential healthcare 

applications, enhancing patient care and improving quality of life. SDG 9 (Industry, Innovation, and 

Infrastructure) is advanced by the robotic arm's contribution to industrial productivity, promoting 

efficient and innovative manufacturing processes. SDG 17 (Partnerships for the Goals) is fostered 

through collaborations with technology companies, enhancing and distributing the robot’s 

capabilities. These efforts collectively demonstrate the project's commitment to leveraging 

technology for health, industrial advancement, and global partnerships.  

However, due to budget constraints, we implemented this project on a small scale. We tested all 

functionalities, and they are working perfectly. In the future, we plan to scale up the project, ensuring 

it can perform all intended tasks with precision and perfection. Scaling up will bring some more 

challenges, such as power management, moving the scaled-up robot at the desired speed, and 

avoiding obstacles precisely. These challenges can be addressed in future research by increasing the 

battery size, integrating more powerful motors with motor drivers that can deliver sufficient power 

to move the robot at its desired speed, and increasing the number of ultrasonic and infrared sensors 

to avoid obstacles perfectly. However, the main control logic and working process of all the features 

will remain the same. 
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Overall, this work lays a solid foundation for future robotics research and development, poised 

to meet societal demands across various fields, and scaling up this project in the future will 

significantly advance robotics technology and practical applications. 
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