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1. Introduction 

A brain tumor is a type of disease with an estimated 29.9 million adult sufferers per year [1]. This 

disease is one of the leading causes of death in the world and has a higher risk of recurrence even 

though standard treatment has been used [2]. Abnormal tissue growth resulting from uncontrolled cell 

multiplication leads to the development of brain tumors [3]. 

Glioma is the most common brain tumor and originates from the glial. Based on WHO data, there 

are several classifications of this disease from grade I to grade IV [4]. Grades I and II are considered 

low-grade gliomas (LGG) which are less aggressive and have a longer life expectancy of several years. 

[4]. Grades III and IV are considered high-grade glioma (HGG) with a higher degree of aggressiveness 

and their patients have an average life expectancy of less than 2 years [5]. To prevent deteriorating 

health, a person's quality of life must be maintained to maintain a better life [6]. 

Brain tumor segmentation is a challenging and very important task in the medical field [7]. 

Accurate and automatic segmentation of brain tumors is very important as a clinical diagnosis [8]. 
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 A brain tumor is a type of disease that is quite dangerous in the world. This 

disease is one of the main causes of human death and has a high risk of 

recurrence. There are several types of brain tumor locations such as edema, 

necrosis to elevation. Segmenting the location of this disease is important 

to do to support faster recovery efforts. The Convolutional Neural Network 

(CNN) algorithm, which is part of the deep learning method, can be an 

alternative to this segmentation effort. The U-Net architecture is part of the 

CNN algorithm which specifically works on medical image segmentation. 

This study experimented to build a special U-Net architecture for medical 

image segmentation that had been optimized with SGD. The data used is 

BraTS2020O which contains a collection of MRI data. This optimization 

aims to improve the performance of the U-net architecture for segmenting 

brain tumor images. The results of the study show that the SGD 

optimization carried out has succeeded in providing better performance 

than previous studies. This can be seen from the performance value 

obtained at 0.9879. This accuracy value indicates an increase in accuracy 

from previous studies. High accuracy indicates that the SGD-optimized 

model has good segmentation prediction performance. 
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The segmentation process is considered a challenging task because the shape, size, and location of 

brain tumors vary among different types of patients [9]. Segmentation techniques can be carried out 

by utilizing a medical image approach with artificial intelligence technology, namely deep learning. 

Within the medical field, deep learning has made significant and rapid advancements in 

processing and analyzing image data [10]. Deep learning has shown quite rapid progress and shows 

better performance improvements in various computer vision problems [11]. Deep learning has been 

widely used in the task of segmenting brain tumor images from MRI (Magnetic Resonance Imaging) 

data and shows excellent performance in segmenting all tumor tissue [12]. Segmenting the location 

of a disease is important to support faster recovery efforts. The Convolutional Neural Network (CNN) 

algorithm, which is part of the deep learning method, can be an alternative to this segmentation effort 

[13]. The U-Net architecture is part of the CNN algorithm which specifically works on medical image 

segmentation. 

One of the deep learning algorithms that can be used in medical image segmentation is U-net. 

The U-net model has shown much greater potential for the medical image segmentation task [14]. U-

net is the first architecture used for 2D image segmentation [15]. Until now, U-net has also been 

developed in 3D imagery [16]. The U-net consists of two lines, namely the encoder line and the 

decoder line. The encoder path is used as a tool to capture the context of the image while the decoder 

path is used to expand to the size of the original image. In the medical field, U-Net is often used for 

medical image segmentation [17].  

Numerous prior researchers have carried out similar studies, utilizing U-Net as a method for 

segmenting brain tumors. Research conducted by Walsh [18] namely proposing a lightweight U-Net 

model that can segment MRI scans in real-time and does not require additional data augmentation. 

The results of this study achieve an intersection-over-union (IoU) average of 89% which outperforms 

the standard benchmark algorithm. Li [19] has also conducted related research in the same area namely 

segmenting brain tumors from MRI data with U-Net. The results of this study are to obtain DSC metric 

values of 0.890, 0.842, and 0.835 for all segmentation areas, respectively. Doctors have also endorsed 

the performance of this research. 

The deep learning framework that is very popular in use is Keras. This framework has several 

optimizers that can be used to update network weights based on the loss function [20]. The optimizer 

is in charge of minimizing errors or differences between predictions and targets [21]. Based on several 

previous studies, there has been no attempt by researchers to implement the U-Net architecture SGD 

optimizer for brain tumor image segmentation. This research generally contributes to the evaluation 

efforts of the SGD optimizer from the training process to testing. SGD optimization has the advantage 

of being a simple technique but able to shorten update time when handling many samples and can 

eliminate computational duplication. This makes SGD optimization able to accelerate computation in 

deep learning [22]. The results of this performance can be used as a reference in choosing the right 

optimizer when segmenting medical images. This can support in adding insight into knowledge of 

health information [23]. 

2. Method 

2.1. Dataset 

The dataset used is sourced from secondary data, namely the BraTS2020 Dataset (Training + 

Validation) which can be downloaded freely on the Kaggle site in the "nii" format [24]. The dataset 

is in the form of a collection of brain tumor images from MRI data. The data comes from a radiological 

scanning technique that uses magnets, radio waves, and a computer to produce images of body 

structures [25]. There are several different settings for this MRI data, namely T1: T1-weighted 2D 

acquisition, original image, sagittal or axial, with a slice thickness of 1–6 mm. T1c refers to a contrast-

enhanced (Gadolinium) image using a 3D acquisition and 1 mm isotropic voxel size for the majority 

of patients in T1-weighted imaging. T2: Axial 2D acquisition of T2-weighted images with a slice 

thickness ranging from 2 to 6 mm. FLAIR: Axial, coronal, or sagittal 2D acquisition of T2-weighted 
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FLAIR images with a slice thickness of 2 to 6 mm. The data presented in Fig. 1 has been validated. 

All imaging data sets were manually segmented by one to four assessors, following a consistent 

annotation protocol, and these annotations were approved by experienced neuroradiologists. 

Annotations consist of GD enhancing tumor (ET — label 4), peritumoral edema (ED — label 2), and 

necrotic tumor core (NCR/NET — label 1). Edema indicates a collection of fluid above the water. 

Necrosis indicates the accumulation of dead cells and is best seen on the T1 post-contrast sequence. 

Enhancing shows blook brain barrier damage and is seen on T1c post-contrast sequencing. Non-

enhancing is an area that is not in the area of edema, necrotic, or enhancing tumor. The dataset used 

is a public dataset with a license CC0: Public Domain. This data certainly will not violate research 

ethics. 

 

Fig. 1. Brain Tumor Dataset 

2.2. Image Preprocessing 

Data processing is an important step before data can be applied to machine learning [26]. This 

step is used to ensure that the data is of good quality when used to train the model [27]. Preprocessing 

involves cleansing raw data and getting it ready for input into an algorithm [28]. The image data 

generator is used in processing the brain tumor MRI dataset. This technique can cope with small 

dataset sizes and generate additional tens of thousands of images [29]. In the image data generator, 

we use the image augmentation technique which is a technique of applying different transformations 

to the original image resulting in multiple transform copies of the same image [30][31]. However, 

each copy differs from the other in certain aspects depending on the augmentation techniques applied 

such as panning, rotating, flipping, and so on [32]. Input images are processed by converting them 

into floating-point tensors into deep learning models. The stages used in this processing are (1) reading 

image files stored in folders, (2) decoding JPEG content into an RGB pixel grid with channels, (3) 

converting it into a floating-point tensor as input data to the model, (4) scales pixel values (between 0 

and 255) to [0,1] intervals. The flow of image processing can be seen in Fig. 2. 

 

Fig. 2. Image Processing 
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2.3. U-Net Model 

U-Net is a popular convolutional network-based semantic segmentation model extensively 

utilized in the medical domain. U-Net can produce good predictions even with little training data [29]. 

The U-Net segmentation model is a classic encoder-decoder structure which can be seen in Fig. 3. 

 

Fig. 3. U-Net Architecture 

Each block in the U-Net is on a contract path consisting of two consecutive 3×3 convolutions 

followed by the ReLu activation unit and the max-pooling layer [33]. This configuration is iterated 

multiple times. It involves an expansive path that enlarges the sample feature map using 2×2 up-

convolution. Then, the feature map from the corresponding layer in the contracting path is cropped 

and combined with the feature map. Afterward, two consecutive 3×3 convolutions with ReLu 

activation are applied. The final stage in U-Net includes a 1×1 convolution, which reduces the feature 

map to the desired number of channels, resulting in segmented images. Pruning at the edge of the 

feature map is necessary because the amount of contextual information is the least, so it needs to be 

removed. This process creates a U-shaped grid, allowing objects to be grouped within an area by 

utilizing the context of the larger overlapping region. The corresponding equation is presented in 

Equation (1). 

𝐸 = ∑ 𝑤(𝑥) 𝑙𝑜𝑔( 𝑝𝑘(𝑥)(𝑥)) () 

Where 𝑝𝑘 is the pixel-based softmax function that is applied to the final feature map defined in 

Equation (2). 

𝑝𝑘 = 𝑒𝑥𝑝(𝑎𝑘(𝑥))/ ∑ 𝑒𝑥𝑝(𝑎𝑘(𝑥)′)

𝑘

𝑘′=1

 () 

Where and 𝑎𝑘 indicates activation on the 𝑘 channel.  

U-Net is the most typical type of deep learning used in medical image segmentation [34]. U-Net 

is an architecture that is mathematically simple and easy to implement. Due to its simplicity and 

versatility, this approach becomes highly appealing for implementation across diverse medical 

imaging domains, including ultrasound, X-ray, nuclear magnetic resonance, and nuclear medical 

imaging [35]. 

2.4. Loss Function  

Loss functions are generally used to optimize a deep learning model [36]. Loss means prediction 

errors by the algorithm while the way to calculate the loss is a function. The loss function method used 
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in this study is the dice coefficient. This method can be used to calculate sample similarity [37]. The 

formula used can be seen in the Equation (3). 

𝐷𝑖𝑐𝑒(𝐷, 𝑄) =
2|𝐷 ∩ 𝑄|

|𝐷| + |𝑄|
 (3) 

Where 𝐷 (𝐷, 𝑄) is similarity value between sets D and sets Q, |𝐷 ∩ 𝑄| is the number of elements that 

are the same between set D and set Q, |𝐷| is how many elements are in set D, and |𝑄| is how many 

elements are in set Q. 

The dice coefficient has found extensive application in MRI image segmentation [38]. This 

technique can be employed to assess the pixel match between the predicted segmentation and the 

corresponding ground truth [39]. In image segmentation, the dice coefficient is 2 times the overlap 

area divided by the total number of pixels in both images. This dice coefficient is applied to several 

types of annotations which will produce dice coefficient enhancing, edema, and necrotic. 

In this research, we also created a function to calculate precision, sensitivity, and specificity 

values. Precision is the proportion of accurately predicted positive outcomes relative to the total 

positive predictions made [40][41]. Sensitivity is the fraction of accurately predicted positive 

outcomes concerning the entirety of correctly positive data [42][43]. Specificity refers to the accuracy 

of predicting a negative outcome in comparison to the total negative data [44]. 

2.5. SGD Optimizer 

The optimizer acts as an optimizer by updating the weight parameters and then minimizing the 

loss function [45]. Before training the model, the optimizer must be selected along with its 

hyperparameters. Several types of optimizers can be used, namely Adam, SGD, Adadelta, Nadam, 

and Adamax. Adam is an algorithm derived from the classic SGD algorithm, featuring updated 

network weights [20]. Adadelta, known as an adaptive learning rate algorithm, automatically adjusts 

the learning rate to optimize the stochastic gradient descent algorithm, resulting in improved 

prediction accuracy [46]. Nadam has been applied as an optimizer for the stochastic gradient descent 

method. Moreover, during training, validation data arguments in the model have been utilized to 

maintain training and test loss traces. Nadam's functionality is a step ahead of Adam's and has 

successfully reduced RMSE errors [47]. The AdaMax method uses the maximum value of the second 

part momentum calculation method on ADAM. This provides a more stable method [48]. 

SGD is a basic algorithm and is widely used in machine learning algorithms. Instead of 

calculating gradients on all training examples and updating the weights, SGD updates the weights for 

each training [49]. Gradient Descent is one of the iterative optimization algorithms to find the point 

that minimizes a function that can be derived [50]. This method works by starting from an initial guess 

and iteratively this guess can be corrected based on a rule involving the gradient/first derivative of the 

function you want to minimize. Equation (4) is used in cases that specifically regulate the steps taken 

to derive the function to be minimized. 

𝜔𝑖 + 1 =  𝜔𝑖  − 𝜂𝜔𝑖
𝐿(𝜔𝑖) (4) 

Where 𝜔𝑖 + 1  are model parameters for prediction, 𝜔𝑖 is the model parameter from the preceding 

iteration, 𝜂 Is the learning rate, and 𝐿 represents the loss cost function. In the standard Gradient 

Descent learning phase, calculating derivatives for all samples in the training dataset at each iteration 

is necessary. However, this can lead to computational intensity when dealing with large training data. 

SGD, a variant of Gradient Descent, randomly selects a single training sample at a time for training. 

This approach is more scalable and faster to train, with no time constraints on execution regardless of 

the training dataset's size. 

2.6. Model Training  

The training process for medical image segmentation uses a model built using the U-Net 

architecture. In this study, there are three parameters used in making the U-net model, namely input, 
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kernel_initializer, and dropout. The input data is the medical image which will be segmented and 

positioned on the input layer. The kernel initializer is the distribution used to initialize the W weights 

for each input. Dropout is a neural network regularization method in which certain neurons are 

randomly chosen and excluded from training [44]. In this study, the input is a shape tensor filled with 

the parameters image_height, image_width, and color_channels. The activation function used is Relu. 

The kernel used is he_normal and has a dropout of 0.5. 

Models built with the U-Net architecture have encoders and decoders. The encoder section 

applies a convolution block followed by maxpool downsampling which is in charge of encoding the 

medical image input in feature representation at various levels. The decoder section is in charge of 

projecting features at a semantically lower resolution. This part consists of upsampling and 

concatenation followed by regular convolution operations. 

The training process for this model is applied to the previously created loss function to produce 

several evaluation results such as dice coefficient, necrotic dice coefficient, dice coefficient edema, 

dice coefficient enhancing, precision, sensitivity, specificity, and accuracy. The accuracy 

measurement used in this training model utilizes the intersection over union (IoU) method as a step to 

detect an object. Intersection over Union (IoU) is utilized to assess the performance of object detection 

by comparing the bounding box from the ground truth with the predicted bounding box [51]. The U-

Net model created for this research will subsequently employ the outcomes of the implemented SGD 

optimizer. 

2.7. Model Testing  

The training stage plays an active role so that the model can predict brain tumor segmentation 

well from the image data set that has been previously trained. To find out how well it performs this 

segmentation, the testing process must be carried out. This test will also produce an evaluation value 

from the experimental use of the model on the test data. The prediction process in this test will show 

the stages of image segmentation from original image flair, ground truth, all classes, necrotic, edema, 

and enhancing. Evaluation of the model will also produce values for accuracy, dice coefficient, 

sensitivity, specificity, and precision. U-net relies on large amounts of data to prevent overfitting [52]. 

This event refers to the accuracy of the training model as if it produces a perfect score. This study 

utilizes augmentation techniques in data preprocessing to overcome the problem of limited datasets 

with small numbers. 

3. Experimental Results 

3.1. Data Preprocessing 

Preprocessing is a process that is carried out before entering the training model stage. In this 

process, digital images are processed to obtain better image quality and optimal results when the data 

is processed during the training model [31]. Based on the data that has been processed using a data 

generator, namely image augmentation, we have succeeded in making data that is feasible to be input 

data for the U-Net architecture.  

3.2. Model Training 

The U-net model built in this study was optimized with SGD. A total of 35 epochs have been 

used as iterations in this training process. The visualization of the training process that has been carried 

out can be seen in Fig. 4. Based on Fig. 4, the training process that is run produces several values such 

as accuracy, loss, dice coefficient, and mean IoU. The accuracy generated in this training process is 

considered quite good because it gets an average IoU accuracy validation value above 99%, and the 

loss value continues to decrease. Loss function values that continue to decrease indicate that the model 

has worked quite well. The dice coefficient value generated during training is 0.645983. The similarity 

value is good enough but still needs to be improved again to get maximum test results. The model is 

then saved to perform medical image segmentation prediction work from the prepared test dataset. 
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Fig. 4. Model Training 

3.3. Model Prediction 

The U-Net mode which has been optimized with SGD is then assigned to detect brain tumor 

image segmentation from testing data based on predetermined dataset locations. This prediction 

process is carried out to find out how well the model is in testing segmentation. Several brain tumor 

images will be tested in this segmentation. Testing this prediction will see several annotations on part 

of the image such as necrotic, edema, and enhancement from the original image. Fig. 5 is an example 

of the prediction results of annotation segmentation with a model that has been previously trained. 

 

Fig. 5. Model Prediction 

The results of the annotation segmentation that has been successfully carried out, then predict the 

class of brain tumor segmentation. We have used 4 classes in this segmentation namely not tumor, 

necrotic, edema, and enhancing. The further annotation process produces a segmentation image from 

the semantic techniques commonly produced by the U-Net model. Fig. 6 is an example of the class 

prediction process from image segmentation that has been done. 

 

Fig. 6. Brain Tumor Class Segmentation 
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Based on Fig. 6, it can be seen that the model that has been built is successful in segmenting brain 

tumor images based on their class. Evaluation of the testing model is carried out to obtain the value 

of the accuracy of the test, the dice coefficient of each class, precision, sensitivity, and specificity. 

This evaluation uses loss in the form of categorical entropy because we use multi classes. Table 1 is 

the result of an evaluation of the model that has been made on the test data. 

Table 1.  Model Evaluation Result 

Metric Value 
Accuracy 0.9879 

Dice Coefficient 0.3638 

Dice Coefficient Necrotic 0.2236 

Dice Coefficient Edema 0.4044 

Dice Coefficient Enhancing 0.2921 

Precision 0.9937 

Specificity 0.9977 

Sensitivity 0.9829 

 

Based on Table 1, the accuracy value generated at this test stage has a value of 0.9879. The results 

of this study have a higher accuracy value than Walsh and Li's research which has an accuracy of 0.89. 

However, when compared to the Sangui study with an accuracy value of 0.994, the accuracy value 

produced in this study tends to be lower. In this study, we found the results that there is a dice 

coefficient value that can be said to have a similarity value that is not maximized where it has not 

reached a value above 0.5. This is of course a decrease in performance in detecting similarity 

compared to the training model that has been made. In contrast to Yaqub's research [53] which used 

the Adam optimizer with an accuracy value of 0.992, this study still has superior accuracy. 

4. Conclusion 

The U-Net architecture, which is commonly applied in medical image segmentation, usually 

shows commendable accuracy performance. Optimization carried out with stochastic gradient descent 

gives a higher accuracy value than previous studies. This study has an accuracy of 0.9878 which 

indicates that the model has worked well in segmenting brain tumor images. The test results of this 

model have succeeded in predicting the specified segmentation class. In the future, it is necessary to 

conduct experiments on different medical image datasets to find out the performance of this model. 

Further research also needs to be done by comparing the performance of several other optimizers or a 

combination of several optimizers in deep learning. A comparison of the performance of other 

optimizers needs to be done so that the training model created produces a more effective and efficient 

model. The results of quite good accuracy from SGD optimization can certainly be the basis for 

decisions by medical personnel in making intelligent systems in the field of medical image 

segmentation. Apart from the advantages of optimizing the SGD that has been implemented, of course, 

some limitations certainly need to be reviewed so that it deserves to be called a deep learning model 

that can be used in health technology. 
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