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1. Introduction  

In the education data, differentiation and classification have a significant role in the data 
mining approach, and this approach is utilized in an organized way. The data mining approach 
is used in modeling the user, user grouping, modeling the domain, profiling the user, and 
developing analysis [1]. Company sales and predicting sales have significant importance in any 
business for the guidances.  
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 Data mining is an in-depth study of enormous amounts of data 
present in an organization or institution’s repository. Business 
experts mostly utilize data analytics approaches to confirm their 
opinion. It will rapidly boost the global interest of the organization. 
In this scenario, the information and conclusion are gathered from 
Data analysis by data analytics. The experts also use it to validate, 
diagnose, or authenticate speculate layouts suppositions and 
completion of the analysis. In this paper, the prediction is based on 
grocery data sets by inspecting and analyzing the big mart sales data 
set. Among several predictive algorithms, data mining algorithms are 
considered for prediction. It includes Decision Tree, Naïve Bayes, 
Adaboost with Particle Swarm optimization, and Random forest. The 
proposed method of this research is a novel Naïve Bayes with a PSO 
algorithm. This algorithm optimizes the model iteratively. 
Exploration of the data must be done before prediction. The root 
means squared error (RMSE) is used as evaluation metrics for 
comparing the data mining algorithms.  The proposed algorithm 
performs well and gives a lower RMSE value. So, the proposed 
algorithm fits the best model when compared with the existing 
algorithms. This paper describes the prediction of high-quality data 
analysis data and determines the efficiency of data mining 
algorithms. 
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Prediction is more critical for the development and improvement of a business. For the 
prediction, the process is to look into the condition previously followed and relates the 
interpretation of customer purchase, finds the shortage and strong point before the budgets are 
planned for the following year. Prediction is also made from past resources. Based on the result 
gained from the past resources business needs and circumstance of the business is increased. 
When a business takes the sales prediction as the first step, it would be a successful business 
[2]. 

The most significant business role is to estimate future sales, so the prediction of the past 
must be accurate for the company's development and improvement. Predictions help 
companies interpret past events, identify budget errors, and plan everything. By making the 
plan, the success rate is increased [3]. 

To create a better prediction model is impossible till the exploration of the dataset is 
unknown. So this point evaluates a strong base for the manipulation of data. After, the usage of 
various data mining algorithms comes for the prediction of big mart sales.  

This paper is structured as follows: In Section 2, several topics such as literature study, 
methods, dataset descriptions, preprocessing steps, such as exploring data, data cleaning, and 
feature engineering, are discussed. The discussion also explains building models such as 
Decision Tree, Random Forest, Naïve Bayes, Random forest with particle swarm optimization 
(PSO), and Naïve Bayes with PSO. In Section 3, the results and discussion on the evaluation 
matrix of Root Mean Squared Error (RMSE) are discussed and followed by the discussion 
results. Finally, Section 4 concludes the study of forecasting big mart sales. 

2. Method 

Sadia et al. predict the rate of the stock market by evaluating the best form. In the 
investigative process, various presentations and objects must be taken as details and processes 
must not be split completely.  So, all the data was re-processed then adjusted for analysis. There 
are two algorithms have used in this paper, namely, support vector machine and random forest. 
By evaluating both algorithms' accuracy, it is found that the random forest algorithm performed 
well suits for the prediction of the market price [4].   

Nitin et al. focus on the repeated disruption in the exchange of stock.  Despite it being 
impossible to calculate the stock exchange development with greater veracity, lost items during 
trading and the trading issues can be trimmed to rapid boost [5], [6] using the prediction of 
stock exchange calculation from the study of past data items. The authors have used three 
algorithms for the analysis purpose. They are support vector regression, linear regression, and 
polynomial regression. Finally, the support vector regression (SVR) algorithm performs well 
compared with the other two algorithms. Also, this algorithm minimizes the complexity of the 
performance [7].  

Chandel et al. inspected the forecasting issues in commercial transactions on the internet and 
proposed a stacked generalization method consists of sub-level regressors. It then tested the 
results of single classifiers individually combined with the general model. This approach will 
predict much better when more data is used. Because the variation is not statistically important 
between the proposed model and random forest, the proposed method can forecast the demand 
due to its accuracy with lesser data. The XGBoost regressor and gradient-based algorithm are 
used to predict the sales of the big mart companies [8].  

Kadam et al. proposes a software tool for forecasting future sales based on past sales data. 
Firstly, the raw data is analyzed and then preprocess the data before training. Two algorithms 
are compared to finalize the results. The algorithms are random forest and multiple linear 
regression. This system is used to predict big mart companies' future sales with multiple linear 
regression and random forest models [9]. 

Jain et al. analyze the various algorithms that are iteratively used for the association rule 
mining field. They are éclat and apriori algorithms. These algorithms are primarily used to 
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extract data in the dataset and evaluate the various data's relationship by using the R 
programming language. R is a domain-based language [10]. It is mainly used for analytics 
purposes, especially for data exploration. The authors have examined the performance of the 
two algorithms on various data in the dataset. Also, analyze the time taken during the execution 
of the algorithms [11].   

Punam et al. introduces the prediction of big mart sales products through two-level 
techniques. It is a statistical model that uses MAE values. It means the squared error value is 
evaluated by using various algorithms. Those are KNN, support vector regression, linear 
regression, and regression tree [2]. 

Hilda et al. interprets and compares the performance of the data mining tools. They are R, 
weka, and rapid miner. They analyze the performance in terms of their time-series analysis for 
visualization, handle statistical models, filtering, and others [12]. 

2.1. Proposed Method 

Prediction of sales while working is simple, which means that the industry faces many 
problems without predictive data. Success can be made if the predictions are accurate. This 
paper focuses on data visualization and exploration as well as performing preprocessing 
operations. Preprocessing steps, such as data exploration, data, and feature engineering, have 
been carried out, as well as and find that approach. Then the data mining algorithm [13] is 
applied for accurate predictive analysis. Finally, all algorithms are compared and served with 
RMSE values and find the most suitable algorithm for predictive analysis for the big mart sales. 

2.2. Dataset Interpretation 

The dataset used is Big Mart sales data. The dataset consists of 12 attributes. The attributes 
are described in Table 1. The dataset has multiple data from a few towns. The ratio of train and 
test data is 80 and 20. 

Table 1.  Description of dataset 

Attribute Description 
item identifier Product Unique id 

item weight Product Weight 
item fat content Fat content of the product 

item visibility Total percentage of are allocated to this store 
item type category Product belong to which category 

item MRP Price of the product 
outlet identifier Store unique id 

outlet Establishment year Established year of the store 
outlet size Store size 

outlet location type Type of located cities 
outlet type Supermarket sort 

item outlet sales Product sales in particular area 

2.3. Preprocessing 

Preprocessing in this study used three stages: Exploration of data, data preprocessing and 
cleaning, and Feature Engineering. There are two ways of analyzing the data; they are Univariate 
Analysis and Bivariate Analysis. Univariate analysis is used for the exploration of data. The 
histograms are used to plot continuous variables to give out—similarly, the bar plots for finite 
variables. 

In Outlet Size’s plot, there are 4016 observations, and some values are blank or missing and 
check in the bivariate analysis. As per the analysis, it has missing values. Imputation of Weight 
with mean according to Identifier variable in the item. It results in zero missing value. It means 
the missing data have been imputed in the feature. 

Preprocessing of data include the conversation of raw data into the articulate form. Raw data 
commonly consists of incomplete and error data. This step also includes finding the missing 
values, categorical values, splitting of data as train and test set, and at last of feature scaling [4]. 
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In this process, the attribute, namely item weight, and outlet size are missing values. The missing 
values of item weight are filled with average values, and outlet size is filled with the mode values 
based on the particular outlet type [2]. 

Feature Engineering is a process of conversion of data which is cleaned into predictive 
models. This process is done for presenting the problems in a better understandable way. The 
noise of the data that is identified in the exploration phase is resolved. Here the new features 
are created to bring the model effectively. This form covert the data in a way in which the 
algorithm can be understood [3]. 

2.4. Building the model 

10-fold cross-validation and 5-fold cross-validation is used in all the models build basedupon 
the above algorithms. Basically cross-validation givesan idea of how well a model generalizes to 
unseen data. This paper has concentrated in building the model of various data mining 
algorithms. They are Decision Tree, Random Forest, Naive Bayes, Random Forest with PSO, 
Naive Bayes with PSO. 

The decision tree is the most commonly used method of data mining, which obtains attribute 
values as input and produces the decision in the form of boolean as output. The decision is one 
of the approaches of tree-like structure in which every path starts to form the root node to the 
leaf node that represents data sequence by splitting up the data till the result is reaches boolean 
form. Each node in the decision tree has a rule that is decoded to programming and human 
languages. The complete decision tree is an expression of boolean that includes union and 
intersection to change the boolean decision. Tree structure theory does not consist of any 
restriction like braches count of tree node and the different values the leaf node consists. The 
decision tree result is a decision in the boolean form that has the power of splitting an attribute 
and information gain, which results in a reduction in entropy [14].  

A decision tree is a tool used for classification with maximum accuracy for the dataset, which 
varies from nominal and numerical and small to medium. It also has good performance for small 
to medium size datasets used for learning the model. A decision tree is one of the commonly 
used data mining models to predict and classify systems [15]. 

Random forest is one of the algorithms used to predict a single model of decision from the 
multiple decision trees. The algorithm utilizes the bagging concept for the creation of a forest 
with decision trees. As it produces a result from multiple decision trees, it gives the most 
accurate prediction of output [3]. Random is also a tree-based algorithm with a bootstrapping 
method in which few counts of weak learners are accomplished for producing more accurate 
prediction models. A set of rows and a few set of variables are utilized to develop a model by the 
learners. Finally, the prediction is the task for every prediction model developed by the 
individual learners. For the regression model, the prediction is made based on the mean value 
of all predictions [16]. 

 Random forest is one of the algorithms used in the prediction of the stock market [17]. So it 
is referred to as one of the easy algorithms for flexible use in data mining algorithms. It also 
provides the most accurate value for prediction. This algorithm is most commonly utilized in 
the classification functions [4]. The random forest workflow is to construct several decision 
trees in the training course and develop a group of classes that include classifications. This 
process is referred to as class and regression mode or as tree mean prediction, constructed 
individually [9]. 

Naive Bayes is one of the methods commonly used for text classification. However, it 
produces the most accurate result for only vast samples of the training set. The huge samples 
carry dense work for classification done annually and give a request for high storage and 
resource of computing is high for the process done later in computer [18]. 

When Naive Bayes is applied to a vast dataset, it produces more accurate and adequate, but 
it produces poor results for a few samples. However, in reality, it is not easy to work with a vast 
dataset. Though a large dataset produces accurate results, it shows high running time and 
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occupies more space. Naive Bayes' performance can be similar to a neural network and decision 
tree learning [18]. 

Naive Bayes is a set of classification rules that is related to the Bayes theorem. Naive give 
high accuracy result, especially for data analysis of text like natural language processing. Naive 
Bayes is also used for the classifier, which has probabilistic characteristics. For performing 
classification, it utilizes the concept of mixture models [19]. 

Particle swarm optimization is one of the metaheuristic algorithms used to find the possible 
space of training subsets of the dataset. The feature selection of the subset is made by the 
inductive algorithm, namely random forest. Random forest is used as a function for evaluation. 
This inductive algorithm is trained using cross-validation and then tested. The next stage is to 
train a model with a subset of features based on the selection from PSO [20] and test it [21]. 

Naive Bayes is one of the classifier families that use basic probabilistic and Bayes theorem 
with the expectation of better individuality between the features. This classifier has maximum 
scalable value by demanding a small count of linear parameters and the number of predictions 
in the problem of learning [22]. For the training phase, this classifier is more simple and fast for 
probabilistic classification. Naive Bayes is combining with particle swarm optimization (PSO) 
for the optimal solution. PSO has the advantage of easy, simple to implement, and always 
produce an optimization model continuously. So it is used for the selected subset for the feature 
model [23].  The proposed Algorithm for Naïve bayes with PSO shown in the steps below. 

Step 1: Initialize the data set.Step 2: For feature selection, PSO is applied. 
Step 3: Features with minimum PSO values are omitted. 
Step 4: Naive Bayes classifier is applied for significant features. 
Step 5: Performance of Naive bayes+ PSO is calculated. 

2.5. Evaluation metrics 

The process of model building is not complete without an evaluation of the model’s 
performance. So an evaluation metric is needed to evaluate the model. The RMSE as an 
evaluation metric is used. The regression problem is evaluated by (1). 

√
1

𝑚
∑ (zk − ẑk)2 𝑚

𝑘=1   (1) 

3. Results and Discussion 

Table 2.  Root Mean Squared Error (RMSE) values for 5 algorithms 

Algorithm 5 Fold 10 Fold 
 5681Instances 1893 instances 5681instances 1893 instances 

Decision tree 0.4047 0.4078 0.3026 0.3081 
Random Forest 0.1503 0.2522 0.1732 0.2530 

Naïve Bayes 0.0085 0.1102 0.0028 0.0732 
Random forest 

+PSO 
0.1052 0.1358 0.1077 0.1432 

Naïve Bayes + PSO 0.0034 0.0742 0.0017 0.0062 

 
From Table 2, we can draw two different perceptions concerning the experimental results. 

In this study, the wholesome experiment is carried out in two phases. The first phase of the 
experiment includes training the classifiers in 5 folds and then studying the classifiers' 
performance with half of the remaining test cases initially and is then analyzed with the rest of 
the test cases on the whole. This strategy intends to find the classifier's performance in two 
different situations, such as having more training and lesser test case and lesser training and 
more test case and finally how the same classifier behaves. At the same time, it was more trained 
and especially on increasing test cases.  
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Fig. 1. RMSE for various technique for 5 Fold 

As a result suggested (Fig. 1), initially, Naïve Bayes outclassed the others with lesser trained 
samples, and the stand is the same. Even though RF provides better RMSE after PSO optimized 
feature selection, it cannot outperform the PSO-based Bayesian strategy. Whereas in the 
intensive training phase of the 10-fold model (Fig. 2), every classifier's corresponding 
performance seems better. Henceforth, intensive training of any classifier will significantly 
boost its performance over poorly trained same classifier. Another important perception is that, 
by appropriately optimizing the feature selection, the performance can be further fine-tuned. 

 

Fig. 2. RMSE for various technique for 10 Fold. 

4. Conclusion 

In this paper, sales in the future are predicted from the data mining techniques. This 
prediction is utilized for maximizing the profit and for finding the strategy in the big mart. The 
algorithms compared in this paper are Decision Tree, Naive Bayes, Adaboost with Particle 
Swarm Optimization (PSO), Random Forest, and Naive Bayes with Particle Swarm optimization 
PSO for the sales prediction. The dataset is preprocessed with the removal of noise, filling 
missing values. Feature engineering is performed to convert the data understandably. Then the 
data mining algorithms are applied. Each algorithm is compared concerning root mean squared 
error value. After analyzing, Naïve Bayes with particle swarm optimization algorithm has the 
lowest RMSE value. The algorithm which has the lowest RMSE value is considered the best 
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algorithm. By the result of the algorithm, Naive Bayes with PSO is concluded as the best model. 
With the help of this prediction, big mart sale is increased by improving their strategy. 
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